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In der Reihe
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li
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h der Existenz

und der Individuation von Ereignissen, na
h dem Verh

�

altnis

von Token und Typen, na
h der Struktur von Ereignissen und

andere) l

�

osbar. In weiteren Kapiteln werden das Verh

�

altnis

von kausaler und temporaler Ordnung sowie die Existenz von

Ereignissen in der Zeit bespro
hen und es wird auf der Grund-

lage der Token-Typ-Unters
heidung f

�

ur die Priorit

�

at der

singul

�

aren Kausalit

�

at gegen

�

uber genereller Verursa
hung

argumentiert.
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Vorwort

Es ist jetzt fast genau 250 Jahre her, da� David Hume eine Ursa
he als einen

Gegenstand, dem ein anderer folgt, wobei allen Gegenst

�

anden, die dem er-

sten glei
hartig sind, Gegenst

�

ande folgen, die dem zweiten glei
hartig sind

. . . wobei, wenn der erste Gegenstand ni
ht bestanden h

�

atte, der zweite nie

ins Dasein getreten w

�

are de�nierte. Mit dieser De�nition ist etwas ges
he-

hen, was in der Philosophie ni
ht so h

�

au�g passiert: Sie ist, allen Kritikver-

su
hen, allen Verbesserungen und kl

�

arenden Konkretisierungen zum Trotz,

zu einem St

�

u
k wissens
haftli
her Folklore geworden, zu einem zwar hin und

wieder bestrittenen, aber ungea
htet dessen immer wieder gew

�

ahlten Aus-

gangspunkt f

�

ur Kausalanalysen. Darin ist Humes ber

�

uhmte De�nition viel-

lei
ht nur Aristoteles' und Tarskis Wahrheitsde�nitionen verglei
hbar. Bis

vor etwa f

�

unfundzwanzig Jahren waren es die si
h auf den vor der Auslas-

sung stehen Teil der De�nition berufenden Na
hfahren der Humes
hen Kau-

salit

�

atstheorie, die die entspre
henden Arbeiten dominierten, seither berufen

si
h die meisten Ans

�

atze auf den zweiten, na
h der Auslassung stehenden

Teil. Hume hat f

�

ur si
h selbst keinen Zweifel daran gelassen, was das f

�

ur

Gegenst

�

ande sind, die Ursa
he und Wirkung sein k

�

onnen. F

�

ur ihn sind das

Ereignisse, und Ereignisse geh

�

oren zur Welt der Erfahrungen, so da� au
h

Ursa
hen und Wirkungen dur
h Erfahrung zu entde
ken sind. Dur
h seine

Behandlung des Themas hat er die Formal-, Material- und Finalursa
hen

aus der Diskussion herausgenommen, wennglei
h sie als Redeweisen wieder

eingef

�

uhrt werden k

�

onnen.

Humes De�nition erkauft si
h ihre ungeheure Popularit

�

at, ihre ungebro-


hene Fru
htbarkeit mit ihrer Interpretierbarkeit: Sind es wirkli
h Ereignis-

se, und ni
ht etwa Fakten oder momentane Ver

�

anderungen, die Ursa
he und

Wirkung sein k

�

onnen? Wenn es Ereignisse sind, sind das Einzeldinge oder

Universalien? Was hei�t es f

�

ur ein Ereignis, einem anderen glei
hartig zu

sein? Ist das Identit

�

at oder

�

Ahnli
hkeit oder no
h etwas anderes? L

�

a�t si
h

Humes, eine zeitli
he Ordnung implizierendes Folgen zeitlos interpretieren?

Was hei�t Bestehen f

�

ur Ereignisse, und wann bestehen sie ni
ht? Einige

i
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dieser Fragen geh

�

oren unmittelbar zur Kausaltheorie, andere gehen

�

uber

die Kausaltheorie hinaus. Es kann s
hon deshalb ni
ht die eine und einzig

vern

�

unftige De�nition von

"

Ursa
he\ geben, weil De�nitionen und Theorien

zur Verursa
hung jeweils angemessen oder unangemessen bez

�

ugli
h der Ant-

worten auf sol
he Fragen, wie die oben gestellten, sind. Dementspre
hend

m

�

ussen aber au
h bestimmte philosophis
he Grundlagen gekl

�

art sein, bevor

man

�

uberhaupt Kausaltheorie betreiben kann. Die vorliegende Arbeit ist im

engeren Sinne der Versu
h, die ontologis
hen Grundlagen f

�

ur singul

�

are Er-

eigniskausalit

�

at zu kl

�

aren. Im Rahmen der hier vorges
hlagenen Konzeption

erhalten alle diese Fragen zu Humes De�nition eine Antwort: Es sind Ereig-

nisse, die die Relata in Kausalrelationen sind; generelle Kausalit

�

at ist mit

Hilfe von Quantoren und singul

�

arer Kausalit

�

at de�nierbar;

�

Ahnli
hkeit von

Ereignissen wird | ganz grob gespro
hen | als Zugeh

�

origkeit zur glei
hen

Gattung de�niert; kausale und temporale Priorit

�

at sind ni
ht notwendig

miteinander verbunden; Ereignisse existieren in bestimmten Raum{Zeit{

Gebieten, prinzipiell in Abh

�

angigkeit von existierenden Dingen. Um diese

Thesen zu begr

�

unden, werden die beiden im Titel der Arbeit genannten

philosophis
hen Gegenst

�

ande untersu
ht.

Kausalrelationen setzen ontologis
h die Existenz ihrer Relata, der Er-

eignisse, voraus. Wel
he Ereignisse zur Verf

�

ugung stehen und wel
he Eigen-

s
haften sie haben, unters
heidet Kausaltheorien ganz ma�gebli
h. Ereignis-

se wiederum sind geradezu paradigmatis
he Beispiele f

�

ur die sogenannten

zeitgebundenen Entit

�

aten: Sie kommen zu bestimmten Zeiten vor, dauern

h

�

au�g an, und vers
hwinden wieder in der Zeit. Die Modelle f

�

ur sol
he En-

tit

�

aten und deren Auswirkungen auf unsere Vorstellungen von Kausalit

�

at

geh

�

oren zu den Grundlagen von Kausaltheorien. Mehr als 80 Jahre na
h

der Ausarbeitung der Relativit

�

atstheorie ist es viellei
ht verwunderli
h, nur

"

Zeit\ und ni
ht au
h

"

Raum\ im Titel einer Arbeit zu �nden. Ein Grund

daf

�

ur ist, da� das naheliegende Thema der r

�

aumli
hen Nah- beziehungsweise

Fernwirkung hier ni
ht behandelt wird. Weitere ontologis
he Probleme sehe

i
h im Kontext

"

Raum und Kausalit

�

at\ ni
ht.

Die vorliegende Arbeit besteht aus vier vers
hieden langen Teilen:

Im ersten Kapitel wird eine Ereigniskonzeption vorgestellt, die Ereignisse

f

�

ur Ereigniskausalit

�

at bereitstellt. Die Grundidee, die so beste
hend einfa
h

und elegant aussieht, habe i
h bei Alexander Sinowjew und bei Horst Wes-

sel gefunden: Wenn A eine Aussage ist, dann ist sA ein Ereignisterminus

und soll ein Ereignis bezei
hnen. Der Zugang

�

uber die Spra
he,

�

uber S

�

atze

und terminibildende Operatoren, erm

�

ogli
ht es, Ereignisse in die Ontologie

einzubauen. Ereignisse, die mit den vorgestellten Ereignistermini bezei
hnet
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werden sollen, sind keine rein linguistis
hen Entit

�

aten, sie werden aber stan-

dardm

�

a�ig mit Hilfe von S

�

atzen aus der uns umgebenden Welt herausgegrif-

fen. Alle Relationen zwis
hen Ereignissen, die im ersten Kapitel betra
htet

werden, werden

�

uber die die Ereignisse konstituierenden S

�

atze de�niert. Es

zeigt si
h, da� so betra
htete Ereignisse ni
ht nur als ontologis
he Basis

f

�

ur Kausalrelationen n

�

utzli
h sind, sondern au
h f

�

ur andere Aufgaben zur

Verf

�

ugung stehen. Die in diesem Kapitel dargestellten Ergebnisse bilden das

systematis
he Hauptresultat der Arbeit.

Im zweiten Kapitel werden einige alternative Ereigniskonzeptionen vor-

gestellt und bespro
hen. Es ist mir unm

�

ogli
h gewesen, alle Vors
hl

�

age zu

diskutieren | es gibt mittlerweile nahezu un

�

uberbli
kbar viele. Zwei Kon-

zeptionen, die

"

klassis
hen\ von Davidson und Lewis n

�

amli
h, sind in die-

sem Kapitel ausf

�

uhrli
h referiert und kritis
h bespro
hen. Daneben habe i
h

andere ausgew

�

ahlt, die entweder sehr ein
u�rei
h und prominent in der Dis-

kussion sind, oder (dies ist kein auss
hlie�endes

"

oder\) die einen originellen

Ansatz verfolgen. Die Individuation von Ereignissen, negative und disjunk-

tive Ereignisse, das Verh

�

altnis von Ereignis{Token und Ereignis{Typen sind

nur einige Sti
hworte f

�

ur Probleme, die immer wieder in allen Entw

�

urfen

au�allen. Wo es m

�

ogli
h ist, wird im Verglei
h dargestellt, wie Problem und

L

�

osung entspre
hend in der Konzeption des ersten Kapitels aussehen. Es

war meine Absi
ht, zu zeigen, da� zumindest alle vieldiskutierten Fragen

eine vern

�

unftige Antwort in diesem Rahmen haben. Dabei ist mir bewu�t,

da� unters
hiedli
he konzeptionelle Herangehensweisen man
hmal au
h die

Fragestellung selbst und sogar deren M

�

ogli
hkeit ber

�

uhren, so da� man si
h

bis zu einem bestimmten Grade auf die Intuition des anderen einlassen mu�

| und dann pl

�

otzli
h

�

uberras
hende

�

Ubereinstimmung im Anliegen �nden

kann.

Das Thema des dritten Kapitels ist die Zeit, weil die zeitli
he Ordnung

eine so hervorragende Rolle in den Diskussionen zur Kausalit

�

at spielt, und

weil mit der Existenz in der Zeit | bezogen auf Dinge und auf Ereignisse

| einige wi
htige Probleme verbunden sind. Auf diese wird hier soweit ein-

gegangen, wie das f

�

ur die Diskussion der Ereignisse einerseits und f

�

ur die

der Kausalit

�

at andererseits notwendig ist, jedo
h wird keine Zeitlogik betrie-

ben. Das hei�t insbesondere, da� au
h die Topologie der Zeit selbst ni
ht

festgelegt wird. Das Verh

�

altnis von kausaler und temporaler Ordnung von

Ereignissen, die Existenz von Ereignissen in der Zeit und das damit verbun-

dene Problem von zeitindexierten Wahrheitspr

�

adikaten und die Antwort auf

die interessante Frage, wann zusammengesetzte Ereignisse ges
hehen, sind

die Themen, die in diesem Kapitel behandelt werden.

Das abs
hlie�ende Kapitel zur Kausalit

�

at behandelt einzelne Probleme
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der Kausaltheorie, f

�

ur die die Resultate der ersten drei Kapitel angewendet

werden. Das betri�t zuerst die Darstellung und Eins
h

�

atzung der ein
u�-

rei
hsten der aktuellen Kausalkonzeptionen, aber au
h das Verh

�

altnis von

genereller und singul

�

arer Kausalit

�

at. Es endet mit der Analyse eines der

wi
htigsten und wesentli
hsten Probleme auf diesem Gebiet, n

�

amli
h der

Frage, ob Kausalrelationen transitiv sein m

�

ussen. Die Antwort ist hier an

dieser Stelle no
h etwas undur
hsi
htig: Transitivit

�

at ist zu viel und Ni
ht{

Transitivit

�

at ist zu wenig, die dort de�nierte s
hw

�

a
here Transitivit

�

at ent-

spri
ht allen formalen und intuitiven Anforderungen. Dies zeigt, in wel
her

Ri
htung Forts
hritte in der Kausalit

�

atsdebatte errei
ht werden k

�

onnen:

Diese oder jene Frage ist mit Hilfe dieses oder jenes philosophis
hen Werk-

zeugs zu beantworten. Eine einheitli
he philosophis
he Kausaltheorie, in der

alle Verwendungen kausaler Terminologie und alle g

�

angigen Intuitionen gut

aufgehoben sind, kann es meines Era
htens ni
ht geben.

An einigen wenigen Stellen wird die Argumentation dur
h einen Exkurs

erweitert. Dies betri�t Themen, die ni
ht mehr unmittelbar mit der Onto-

logie der Kausalrelationen zusammenh

�

angen, sondern entweder mittelbare

Voraussetzungen f

�

ur die vorges
hlagene Analyse sind (und daher ein Pro-

blem kl

�

aren, das si
h zu einem Einwand entwi
keln k

�

onnte), oder direkt

einer Angelegenheit gewidmet sind, die normalerweise in di
hter Na
hbar-

s
haft diskutiert wird. Zu den l

�

angeren Exkursen geh

�

oren die

�

uber analy-

tis
he Aussagen, den Bedeutungseins
hlu� von Termini und

�

uber Valenzen

und deren Behandlung in der Logik.

Im ersten und zweiten Kapitel wird also Ereignistheorie betrieben: Es

werden theorieinterne Fragen gekl

�

art und konzeptuelle Werkzeuge ges
haf-

fen und diskutiert, die anderswo n

�

utzli
h sein k

�

onnen. Im dritten und vier-

ten Kapitel wird exemplaris
h am Haupteinsatzgebiet der Ereignistheorie,

der Kausalit

�

atstheorie, die Verwendung einiger der ges
ha�enen Instrumen-

te vorgef

�

uhrt. Im letzten Kapitel versu
he i
h die Stellen zu beleu
hten, an

denen die beiden Teile der Arbeit zusammenh

�

angen | es ist viellei
ht hilf-

rei
h, wenn die Einordnung des einen oder anderen Gedankens beim Lesen

ni
ht sofort gelingt.

I
h habe allen Grund, Personen und Institutionen f

�

ur Anregungen, Diskus-

sionen, Hinweise, Widerlegungen und materielle und ideelle Unterst

�

utzung

dankbar zu sein. Die Fritz Thyssen Stiftung �nanzierte mit einem Stipendi-

um ein Jahr Fors
hungsarbeit, die Universit

�

at Konstanz und insbesondere

das dortige Zentrum f

�

ur Philosophie und Wissens
haftstheorie waren f

�

ur

diese Zeit meine stets hilfsbereiten Gastgeber. Herrn Professor Mittelstra�

und Herrn Professor Wessel, die das m

�

ogli
h ma
hten, danke i
h herzli
h
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daf

�

ur. Die Deuts
he Fors
hungsgemeins
haft f

�

orderte ein zweij

�

ahriges Pro-

jekt zur Ereigniskausalit

�

at von Max Ur
hs und mir, dem Projekt und den

Diskussionen mit Herrn Professor Ur
hs habe i
h ni
ht nur die Eingrenzung

eines s
hier uferlosen Themas, sondern au
h viele einzelne Ideen zu verdan-

ken. Dem Institut f

�

ur Philosophie an der Humboldt{Universit

�

at zu Berlin

m

�

o
hte i
h f

�

ur immer besser werdende Arbeitsbedingungen danken.

In den folgenden Kapiteln habe i
h mi
h hin und wieder auf einige Ar-

beiten bezogen, die gemeinsam mit Kollegen ges
hrieben wurden. F

�

ur diese

enge Form der Zusammenarbeit bedanke i
h mi
h bei Jan Faye, Karl-Heinz

Krampitz, Fabian Neuhaus, Yaroslav Shramko, Max Ur
hs, Horst Wessel

und Mar
o Winkler. Teile der vorliegenden Arbeit wurden auf Seminaren

und Tagungen vorgetragen, sowie ganz privat diskutiert | i
h danke allen

Beteiligten f

�

ur die ber

�

u
ksi
htigten und die unber

�

u
ksi
htigten Hinweise.

Die einen haben die Arbeit si
her besser gema
ht, da� i
h die anderen ni
ht

eingearbeitet habe wird nun auf mi
h zur

�

u
kfallen, wenn i
h ni
ht re
ht

hatte.

Besonderen Dank s
hulde i
h Horst Wessel. Er hat mi
h ni
ht nur w

�

ah-

rend der vielen Jahre, die i
h bei ihm arbeiten konnte, stets gef

�

ordert, er hat

dur
h seine Philosophie, dur
h seine Au�assung von Logik und dur
h sein

Beispiel intellektueller Freiheit ents
heidenden Anteil am geistigen Hinter-

grund, vor dem die vorliegende Arbeit ges
hrieben wurde.

Berlin, im April 2001 Uwe S
he�er
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Kapitel 1

Ereignisse

Ein ri
htiges Kriterium zu sein, ist eine Sa
he,

ein n

�

utzli
hes Kriterium zu sein, eine andere.

D. Davidson

1.1 Die Intuition hinter der Theorie

Das logis
he Interesse an Ereignissen ist verh

�

altnism

�

a�ig jung, und das ganze

Gebiet war zun

�

a
hst, wie David Lewis bemerkte, eher ein Nebens
hauplatz,

der aus bestimmten Gr

�

unden mitbearbeitet werden mu�te (vgl. [57℄, S. 241).

Au
h wenn die allermeisten Arbeiten zum Ereignisbegri� immer no
h den

Boden f

�

ur die Analyse von Kausalterminologien bereiten wollen, hat si
h

die Situation ge

�

andert. Es hat si
h best

�

atigt, da� es kein simples, o�en-

si
htli
hes Verst

�

andnis von Ereignis gibt und, was viel wi
htiger ist, da�

mit der Antwort auf die Frage

"

Was ist ein Ereignis?\ einerseits eine Reihe

von philosophis
hen Problemen verbunden ist, andererseits Ents
heidungen

getro�en werden, die

�

uber den Rahmen beispielsweise einer Kausaltheorie

hinausgehen. Ereignisse sind dur
haus ein eigenst

�

andiger Gegenstand logi-

s
her Analyse geworden, sowohl wenn man die Zahl und den Umfang der

Ereignissen gewidmeten Arbeiten betra
htet, als au
h wenn man die unter-

s
hiedli
hen Fragestellungen beurteilt:

� Existieren Ereignisse? Gibt es �ktive Ereignisse?

� Von wel
hen Entit

�

aten ist die Existenz von Ereignissen abh

�

angig? Wer-

den Ereignisse entde
kt oder ers
ha�en? Sind sie spra
h- oder theorie-

abh

�

angig?

1
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� Haben Ereignisse Teile? Gibt es atomare Ereignisse, d.h., sol
he, die

keine Teile haben, wel
he selbst Ereignisse sind?

� Wann sind Ereignisse identis
h, wann

�

ahnli
h?

� Kehren Ereignisse wieder?

� Gibt es negative Ereignisse?

� Gibt es mentale Ereignisse? Unters
heiden sie si
h von den physis
hen

Ereignissen?

� Sind Handlungen Ereignisse? Wenn ja, was mu� dazukommen, damit

ein Ereignis Handlung ist?

Die Liste l

�

a�t si
h fortsetzen. Daneben gibt es nat

�

urli
h genausoviele oder

mehr Fragen, die ni
ht die Eigens
haften von Ereignissen allein betre�en,

sondern eben beispielsweise ihre Stellung in einer Kausal- oder Modaltheo-

rie. Ein wesentli
her Teil einer jeden Analyse von Ereignisbegri�en sollte in

dem Versu
h bestehen, unsere

�

ubli
he, nat

�

urli
hspra
hli
he Verwendung von

Termini wie

"

Ereignis\,

"

Handlung\,

"

Vorkommen\ und so fort zu erkl

�

aren

und na
h M

�

ogli
hkeit beizubehalten. Hier soll versu
ht werden, auf dieser

Grundlage eine allgemeine Theorie von Ereignissen zu entwi
keln, die Basis

f

�

ur

�

Uberlegungen zur Kausalit

�

at sein kann.

In der Umgangsspra
he werden mit Ereignis

�

ubli
herweise Erlebnisse be-

zei
hnet, die von besonderer Bedeutung sind: Vulkanausbr

�

u
he, Katastro-

phen, Ho
hzeiten, Erstbesteigungen von hohen Bergen, Regierungswe
hsel,

Raub

�

uberf

�

alle und so weiter. Sol
he Ereignisse k

�

onnen vorkommen, statt�n-

den, wie der Ausbru
h eines bestimmten Vulkans zu einer ganz bestimmten

Zeit, oder etwa die (erste) Ho
hzeit von Adam und Mary an diesem bestimm-

ten Tag, den sie si
her ni
ht vergessen werden. Sie k

�

onnen au
h ni
ht statt-

�nden, wie der vorausgesagte Ausbru
h eines bestimmten Vulkans oder die

geplante Ho
hzeit zum entspre
henden Termin. Man
he Ereignisse k

�

onnen

si
h in Raum und Zeit vers
hieben | eine Tagung kann von einem Raum

in den anderen verlegt werden, die Zahlung der Julirate f

�

ur einen Kredit

kann ausnahmsweise im August statt�nden. Ausdr

�

u
ke wie

"

das Ereignis,

da� der Hahn kr

�

aht oder ni
ht kr

�

aht\ oder

"

das Ereignis, da� der Hahn

sowohl kr

�

aht als au
h ni
ht kr

�

aht\ rufen dagegen Verwunderung hervor |

das sind einfa
h keine Ereignisse. Es geh

�

ort o�enbar zu unserem Verst

�

andnis

von Ereignis dazu, da� Ereignisse ni
ht immer statt�nden, da� sie aber im-

merhin statt�nden k

�

onnen. Weiterhin ist die Geburt eines Kindes si
herli
h

ein Ereignis, da� der Vater der Mutter des Kindes aber ein Gro�vater des
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Kindes ist, wird wohl kaum jemand als Ereignis ansehen. Das ist selbst dann

der Fall, wenn wir das Vorkommen dieses angenommenen

"

Ereignisses\ auf

die Zeit bes
hr

�

anken, die zwis
hen der Geburt des Kindes und dem Tod

des Gro�vaters liegt | hier ist es ni
ht, oder ni
ht nur die Lokalisierung

in Raum und Zeit. Es ist einfa
h so, da� der Vater der Mutter eines Kin-

des na
h der De�nition unserer Verwands
haftsbeziehungen ein Gro�vater

dieses Kindes ist, dies gilt analytis
h, wenn die entspre
henden De�nitionen

vorausgesetzt sind. So etwas ist kein Ereignis, es ist aber viellei
ht ein Fakt

(eine Tatsa
he).

Au�erdem haben viele Ereignisse Eigens
haften, die sie mit Einstellun-

gen und Absi
hten von Mens
hen verbinden, sie sind erw

�

uns
ht und erwar-

tet, bef

�

ur
htet, s
hre
kli
h, pl

�

otzli
h, zu fr

�

uh, zuf

�

allig oder herbeigef

�

uhrt.

Man kann Ereignisse z

�

ahlen (Adams dritte Ho
hzeit, aber seine erste mit

Mary) und zumindest an einigen von ihnen au
h teilnehmen (es ist Adams

Ho
hzeit, und die Musiker der ber

�

uhmten Kapelle waren betro�en vom Un-

tergang der Titani
). O�ensi
htli
h sind alle drei Ho
hzeiten von Adam au
h

Ho
hzeiten, und seine dritte Ho
hzeit ist genau das glei
he Ereignis wie seine

erste Ho
hzeit mit Mary. Das Ja{Sagen war f

�

ur beide ein Ereignis auf dieser

Ho
hzeit (und daher ein Teil des komplexeren Ereignisses), das T

�

ur{

�

O�nen

dur
h den Brautf

�

uhrer jedo
h ist viellei
ht te
hnis
h ein Ereignis, aber ohne

Na
hdenken dar

�

uber, was Ereignisse sind, w

�

aren wir kaum darauf gesto�en.

Wenn er dabei jemanden umgesto�en h

�

atte, w

�

are es wieder anders gewe-

sen: es ist au
h im landl

�

au�gen Sinne ein Ereignis, wenn auf einer Ho
hzeit

der Brautf

�

uhrer jemanden umwirft. Vermutli
h ist der Spra
hgebrau
h ni
ht

v

�

ollig eindeutig, die angegebenen Beispiele zeigen jedo
h, da� wir ziemli
h

unproblematis
h zu Ereignissen Eigens
haften pr

�

adizieren, Ereignisse in Ar-

ten einteilen, sie z

�

ahlen und mit

"

anderen\ Ereignissen identi�zieren und

all dies legt nahe, neben dem psy
hologis
h konnotierten Verst

�

andnis ein

allgemeineres zu su
hen.

Allein aus dem Spra
hgebrau
h l

�

a�t si
h keine logis
he Terminologie

konstruieren, eine geregelte Terminologie kann und soll ni
ht alle Nuan-


en der nat

�

urli
hen Spra
he genau abbilden. Eine normierte Spra
he ohne

jeden Bezug zu den aktuellen Bedeutungsbeziehungen zu s
ha�en, ist aber

ein ziemli
h steriles Unterfangen, und daher sollen wenigstens einige unserer

gemeinsamen Erfahrungen mit Ereignissen in der Analyse Platz �nden:

� Ereignisse geh

�

oren prinzipiell zum mens
hli
hen Erlebnisberei
h, zur

empiris
hen Welt. Das hei�t ni
ht, da� es keine unerlebten Ereignisse

g

�

abe, nur, da� sie im selben Sinne erfahrbar sind wie andere empiris
he

Dinge au
h | man
he s
hwieriger, man
he lei
hter, man
he aufgrund
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der Unvollkommenheit unserer Sinne nur mit Vorri
htungen und Ap-

paraten und so weiter.

� Ereignisse lassen si
h zu Arten, Gruppen, Typen zusammenfassen. So

wie wir ni
ht nur

�

uber einzelne (vorhandene oder ni
ht vorhandene)

Personen, Berge, Fahrzeuge spre
hen, sondern au
h

�

uber einige Lehrer,

man
he asiatis
hen Berge, Adams drei Autos, so spre
hen wir ni
ht nur

�

uber partikul

�

are Ho
hzeiten und bestimmte einzelne Raub

�

uberf

�

alle,

sondern au
h

�

uber Ho
hzeiten, Feiern, Verbre
hen |

�

uber einige, alle,

bestimmte Anzahlen und so fort.

� Wel
he Teile der Welt als Ereignisse betra
htet werden, h

�

angt au
h von

den Einstellungen und Zielen ab, mit denen das Herausgreifen einher-

geht. Meistens werden Handbewegungen ni
ht als spezielle Ereignisse

herausgegri�en, als Taxirufen, Gr

�

u�en, auf einer Auktion Bieten je-

do
h s
hon. Das ist in der Welt der (physis
hen) Dinge ni
ht anders:

Eine Tis
hplatte ist au
h als Bestandteil eines Tis
hes im

�

ubli
hen

Verst

�

andnis ein Ding, der linke obere Teil der Tis
hplatte eher ni
ht.

Letzteres

�

andert si
h, wenn man Grund hat, diesen Teil gesondert zu

betra
hten.

� Einzelne Ereignisse sind lokalisiert, wenn sie statt�nden, �nden sie an

bestimmter Stelle zu bestimmter Zeit statt. Dabei kann es vorkommen,

da� vers
hiedene Ereignisse genau glei
h lokalisiert sind, oder da� man

si
h

�

uber die Lokalisierung ni
ht ganz genau im klaren ist.

� In irgendeinem Sinne kehren Ereignisse wieder, man kann sinnvoll von

einem zweiten, dritten, . . . , h

�

au�gen Ereignis spre
hen.

� Etwas logis
h Unm

�

ogli
hes oder logis
h Notwendiges kann ni
ht Er-

eignis sein.

Im folgenden geht es darum, ein Vorverst

�

andnis zu errei
hen. Die an-

gespro
henen Themen kehren in mehr oder weniger gro�er Ausf

�

uhrli
hkeit

bei der logis
hen Explikation von

"

Ereignis\ wieder, aber zun

�

a
hst soll die

Intuition bes
hrieben werden, die dem zu explizierenden Begri� zugrunde

liegt. Der Terminus

"

Ereignis\ wird ni
ht einheitli
h verwendet, au
h ni
ht

in der eins
hl

�

agigen Literatur. Darum ist dieses Vorverst

�

andnis n

�

otig: der

Erfolg der Explikation h

�

angt davon ab, ob sie diese Intuition tri�t. Erst mit

dem Abs
hnitt 1.2 beginnt der logis
he Aufbau der Theorie.

Es soll bereits an dieser fr

�

uhen Stelle ein Wort zu den sogenannten men-

talen Ereignissen gesagt werden, Ereignissen wie Adams aktueller Glaube
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an Gespenster, Marys gerade vorhandener Wuns
h, nie zu heiraten, oder

Peters st

�

andige Fur
ht vor Tigern. I
h sehe keinen Grund, warum dies ni
ht

perfekte Ereignisse wie andere au
h sein sollen. Wenn k

�

unftig ohne weite-

re Di�erenzierung

�

uber Ereignisse und Ereignistermini gespro
hen wird, so

sind sol
he wie die genannten Ereignisse ausdr

�

u
kli
h mit einges
hlossen.

Si
her gibt es spezielle Probleme mit sol
hen Ereignissen, aber ni
ht, weil

es Ereignisse sind, sondern weil es spezielle Ereignisse sind, wie andere spe-

zielle Ereignisse au
h. Es ist tats

�

a
hli
h, wie Mellor in [66℄ s
hreibt, eine

s
hle
hte Angewohnheit man
her Leute, angesi
hts o�ensi
htli
h existieren-

der Ph

�

anomene zu fragen:

"

Wie kann das

�

uberhaupt m

�

ogli
h sein?\

1.1.1 Die Verwandten der Ereignisse

Ein erstes Verst

�

andnis von Ereignis kann errei
ht werden, wenn erkl

�

art wird,

was kein Ereignis ist. Das ist si
her einfa
h f

�

ur empiris
he Dinge, f

�

ur Eigen-

s
haften und au
h f

�

ur Institutionen (wie das Strafre
htsgef

�

uge in Deuts
h-

land), Ideen (das Re
ht auf Wohnraum) oder abstrakte Objekte (eine be-

stimmte Algebra). Es gibt aber Entit

�

aten, die in bestimmten Zusammen-

h

�

angen anstelle von Ereignissen verwendet werden, und das oft zu Re
ht,

die in Beziehung zu Ereignissen stehen. I
h meine Propositionen, Fakten

und Sa
hverhalte. Gemeinsam ist allen die standardm

�

a�ig vorhandene

"

da�

. . .\{Formulierung:

"

die Proposition, da� . . .\,

"

der Fakt, da� . . .\,

"

der

Sa
hverhalt, da� . . .\ und ni
ht zuletzt

"

das Ereignis, da� . . .\.

Propositionen

Von der Idee her ist eine Proposition das, was einen Satz unabh

�

angig

von seiner konkreten spra
hli
hen Gestalt wahr oder fals
h ma
ht, unter

Umst

�

anden viellei
ht so etwas wie der Freges
he Gedanke. Wer also, wie in

der vorliegenden Arbeit, Ereignisse in der empiris
hen Welt ansiedelt, kann

ni
ht anders, als Propositionen und Ereignisse voneinander zu unters
heiden

| es sei denn, Propositionen haben denselben ontologis
hen Status als Teil

der empiris
hen Welt. Au�erdem ist es m

�

ogli
h, von einer Proposition zu

sagen, sie sei wahr oder fals
h, w

�

ahrend Ereignisse vorkommen oder ni
ht

vorkommen, aber ni
ht wahr oder fals
h sind. Ein letzter auf der Hand

liegender Grund, Propositionen und Ereignisse zu unters
heiden, liegt in

der Bes
hr

�

ankung der Ereignisse auf einen ni
htlogis
hen, ni
htanalytis
hen

Charakter | f

�

ur Propositionen w

�

are diese Bedingung eher st

�

orend.

Mit dem Aufkommen der Kripke{Semantiken ist es

�

ubli
h geworden, die

Proposition einer Aussage A als die Menge aller Welten w aufzufassen, in
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denen A wahr ist (oder als Funktion aus einer Welt in fT; Fg):

fw : �(A;w) = Tg

Au
h bei dieser Interpretation liegt der Unters
hied zwis
hen Proposition

und Ereignis auf der Hand: intuitiv m

�

o
hte man als Ereignis anstelle von

Mengen von m

�

ogli
hen Welten lieber so etwas wie Bestandteile dieser Welten

haben, etwas, wor

�

uber im g

�

unstigsten Fall quanti�ziert werden kann, wie

�

uber andere Objekte in m

�

ogli
hen Welten au
h.

Sa
hverhalte

Sa
hverhalte stehen in gewissem Sinne zwis
hen den Propositionen und

den Ereignissen. Wenn i
h k

�

unftig Ereignistermini verwende, die Ereignisse

bezei
hnen, so bezei
hnen sie diese in ihrer vollen Konkretheit | mitsamt

aller ni
ht in der Bezei
hnung erw

�

ahnten, ni
ht wesentli
hen und zuf

�

alli-

gen Eigens
haften. Damit bes
h

�

aftige i
h mi
h hier mit den sogenannten

grobk

�

ornigen Ereignissen, im Gegensatz zu den feink

�

ornigen. Das Ereignis

"

die Ho
hzeit von Adam und Mary\ ist ein Auss
hnitt aus der Realit

�

at,

und ob und wel
her Ku
hen gegessen wurde, geh

�

ort dazu. Das Ereignis

"

die

Ho
hzeit von Adam und Mary, auf der nur Apfelku
hen gegessen wurde\ ist

dasselbe Ereignis, falls auf dieser Ho
hzeit tats

�

a
hli
h nur Apfelku
hen ge-

gessen wurde und sie nur einmal einander geheiratet haben. I
h werde daf

�

ur

argumentieren, da� sol
he Ereignistermini, die diese Ereignisse bezei
hnen,

aus S

�

atzen mit Hilfe eines terminibildenden Operators gebildet werden. Der

Sa
hverhalt, da� John und Mary heiraten, ist dagegen die abstrakte Entit

�

at,

die dur
h den entspre
henden Aussagesatz bes
hrieben ist, der stimmt oder

ni
ht (und im ersten Falle eine Tatsa
he bes
hreibt), und die Sa
hverhalt

in einem Ereignis ist (vgl. [105℄, S. 112, S. 250 �.). Sa
hverhalte sind au
h

keine Ereignistypen, mit denen sie den abstrakten Charakter gemeinsam

haben, von denen sie si
h aber beispielsweise dur
h die Existenzde�nition

unters
heiden: Ereignistypen existieren, wenn entspre
hende Instanzen exi-

stieren (dazu wird no
h ausf

�

uhrli
h Stellung genommen), sind damit in ih-

rer Existenz abh

�

angig von der Existenz von empiris
hen Objekten, w

�

ahrend

Sa
hverhalte existieren, wenn entspre
hende konstituierende S

�

atze existieren

(syntaktis
h ri
htig gebildet sind).

Wird die Existenz von Sa
hverhalten anerkannt, k

�

onnten Ereignisse als

B

�

undel von Sa
hverhalten unter bestimmten Bedingungen aufgefa�t werden.

Das Ereignis, da� Adam und Mary heiraten, ist dann ein Komplex vieler

Sa
hverhalte: da� das Ja{Wort gegeben wurde, da� die T

�

ur ge

�

o�net wurde,

da� Ku
hen gegessen wurde und so fort. Die existierenden Ereignisse sind
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B

�

undel von Tatsa
hen, die si
h auf eine Raum{Zeit{Region beziehen, ko-

existierende Tatsa
hen. Dieser Ansatz produziert eine Tropen{Theorie f

�

ur

Ereignisse ganz parallel zu der f

�

ur Gegenst

�

ande (mit all den Optionen und

Diskussionen, die dazugeh

�

oren, vgl. beispielsweise [5℄) und wird hier ni
ht

weiter verfolgt.

Fakten

Dar

�

uber, was ein Fakt ist, gibt es vers
hiedene Meinungen, eine Analyse

selbst nur der wi
htigsten Ideen ist dur
haus eine eigenst

�

andige Untersu-


hung (vgl. beispielsweise die unters
hiedli
hen Au�assungen in [2℄ und [66℄,

au
h den Abs
hnitt zu Russells Faktbegri� in der vorliegenden Arbeit in

2.1). Naheliegend ist es, Fakten und Tatsa
hen (Sa
hverhalte mit wahrem

konstituierendem Satz) zu identi�zieren. Hier wird

"

Fakt\ eher te
hnis
h

verwendet und, wie no
h gezeigt werden wird, eine n

�

ahere Verwands
haft

zu den Ereignissen konstruiert. Da es hier aber nur darum geht zu zeigen,

da� das, was i
h unter dem Terminus Ereignis explizieren will, jedenfalls

ni
ht dasselbe ist, wie Fakt, rei
ht es aus, folgende beiden intendierten Un-

ters
hiede zu nennen.

1. Es gibt Fakten, die logis
hen oder analytis
hen S

�

atzen entspre
hen:

"

der Fakt, da� ein Junggeselle unverheiratet ist\ existiert, das ent-

spre
hende Ereignis ni
ht.

2. Es gibt Fakten au�erhalb der empiris
hen Welt:

"

der Fakt, da� ein

wohlde�nierter Massepunkt, der mit einer bestimmten Kraft bes
hleu-

nigt wird, na
h einer bestimmten Zeit diese oder jene Ges
hwindigkeit

errei
ht\ (entspre
hend den Newtons
hen Gesetzen) existiert, das ent-

spre
hende Ereignis ni
ht.

Nat

�

urli
h gibt es dann o�enkundige Verbindungen zwis
hen dem Ereignis-

und dem Fakt{Begri�. Wenn zwis
hen beiden di�erenziert wird, dann wird

gew

�

ohnli
h angenommen (und au
h i
h werde das tun), da� Ereignisse Fak-

ten einer bestimmten Sorte sind.

1.1.2 Termini, die Ereignisse bezei
hnen sollen

Bisher wurden in den verwendeten Beispielen die Ereignisse mit Nominalisie-

rungen bezei
hnet: die Ho
hzeit, der Vulkanausbru
h, . . . Au�erdem wurde

s
hon auf die Standardform

"

das Ereignis, da� . . .\ verwiesen. Es gibt min-

destens drei M

�

ogli
hkeiten, Ereignisse zu benennen:

(i) Eigennamen, Kennzei
hnungen, Gattungsnamen. Sol
he Namen, die

Ereignisse bezei
hnen, sind beispielsweise

"

der Zweite Weltkrieg\ oder
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"

die Franz

�

osis
he Revolution\,

"

Verkehrsunfall\,

"

das peinli
he Ereig-

nis von letztem Donnerstag\. Die ersten beiden bezei
hnen jeweils ein

konkretes Ereignis, genau wie das vierte, der dritte einen Typ von Er-

eignissen. Normalerweise gibt es ni
ht allzu viele Ereignisse, die auf

diese Weise bezei
hnet werden, eine Ausnahme stellen historis
he Er-

eignisse dar.

(ii) Nominalisierungen. Einige Beispiele sind s
hon genannt worden, sie be-

tre�en sowohl konkrete Ereignisse, als au
h Typen von Ereignissen. Die

deuts
he Spra
he stellt dazu substantivierte Verben zur Verf

�

ugung, in

anderen Spra
hen gibt es andere Mittel. Bennett s
hl

�

agt in [2℄ ein ein-

si
htiges Verfahren vor, mit dem man in erster N

�

aherung

�

uberpr

�

ufen

kann, ob insbesondere generelle Termini in der nat

�

urli
hen Spra
he

Ereignistermini sind. Wenn sie es sind, sollte man sie in die Mehrzahl

setzen, mit bestimmten und unbestimmten Artikeln versehen und von

ihnen sagen k

�

onnen, da� sie da oder dort stattgefunden haben. Die

im Abs
hnitt 4.2 no
h n

�

aher betra
hteten generellen Kausalaussagen

sind ein paradigmatis
her Fall f

�

ur die Verwendung sol
her Nominali-

sierungen:

"

Rau
hen verursa
ht Krebserkrankungen\.

(iii) Die explizite Verwendung von

"

das Ereignis, da�\. Au
h in diesem Fall

k

�

onnen sowohl konkrete Ereignisse, als au
h Typen benannt werden.

Diese Struktur ist deskriptionsartig, wird aber in dieser Arbeit mit Hil-

fe eines eigenen Operators, also ni
ht mit einem Kennzei
hnungsope-

rator, modelliert werden. Neben dem Na
hteil, in den meisten F

�

allen

das Spra
hgef

�

uhl aufs Gr

�

obste zu verletzen, hat sie einen uns
hlagba-

ren Vorteil: wie bereits erw

�

ahnt bezieht sie si
h explizit auf einen Satz.

Den entspre
henden Satz werde i
h

"

ereigniskonstituierend\ nennen.

Die dritte Form bezei
hne i
h als Standardform, weil si
h die beiden ande-

ren jeweils in einen Terminus der dritten Form umformulieren lassen. F

�

ur

Nominalisierungen ist das ganz o�ensi
htli
h, da regelm

�

a�ig die nominali-

sierte Verbform als Pr

�

adikat gew

�

ahlt werden kann: die Ho
hzeit von Adam

und Mary ist das Ereignis, da� Adam und Mary heiraten. Aber au
h f

�

ur

Eigennamen ist das Umformulieren m

�

ogli
h. Diese Behauptung ist ni
ht zu

beweisen und beruht auf dem Spra
hgef

�

uhl (was mi
h immerhin t

�

aus
hen

kann). Der naheliegende Vors
hlag, eine Standardform von Namen mit Hilfe

von

"

vorkommen\ oder

�

ahnli
hen Pr

�

adikaten aufzubauen, ist zu verwerfen:

In

"

das Ereignis, da� der Zweite Weltkrieg vorkommt (dann und dann, dort

und dort)\ wird der Satz

"

der Zweite Weltkrieg kommt vor\ nur angef

�

uhrt,

aber die Existenz dieses Ereignisses h

�

angt, wie wir in 1.5.2 sehen werden, von
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der Existenz des Zweiten Weltkrieges ab. Inhaltli
h ist das ganz einsi
htig:

Da� das Ereignis � vorkommt (statt�ndet, existiert . . . ), setzt � voraus,

wel
hem dann die entspre
hende Eigens
haft pr

�

adiziert werden kann. Es

gibt also wohl keine einheitli
he Methode, sol
he Eigennamen von Ereignis-

sen in die Standardform zu bringen. Da sp

�

ater jedo
h S

�

atze mit beliebiger

logis
her Struktur zur Ereignisbildung zugelassen werden, k

�

onnen sehr kom-

plexe S

�

atze zur Umformulierung von sol
hen Eigennamen wie

"

der Zweite

Weltkrieg\ benutzt werden. Es bietet si
h beispielsweise an, eine gen

�

ugend

detaillierte Bes
hreibung des Zweiten Weltkrieges zu verwenden. Um zu ei-

ner einheitli
hen syntaktis
hen Regelung zu kommen, wird die Terminologie

in Abs
hnitt 1.2 so aufgebaut werden, da� zun

�

a
hst nur Termini mit der

Standardstruktur Ereignistermini sind. Sollte es also (wider Erwarten) Ter-

mini f

�

ur Ereignisse geben, die ni
ht in die angegebene Standardstruktur

umgeformt werden k

�

onnen, so gilt die Analyse f

�

ur diese ausdr

�

u
kli
h ni
ht.

Sie sind, im Rahmen dieser Abhandlung, keine Ereignistermini. Wenn wei-

terhin au
h Eigennamen und Nominalisierungen in Beispielen f

�

ur Ereignisse

verwendet werden, so sind diese als Abk

�

urzungen oder stilistis
he Varian-

ten f

�

ur die Standardform zu verstehen. Sind einmal Ereignistermini mit der

Standardstruktur in der Spra
he vorhanden, k

�

onnen weitere Ereignistermini

mit Hilfe der gew

�

ohnli
hen terminibildenden Operationen und De�nitionen

gebildet werden.

In der Standardstruktur

"

das Ereignis, da� . . .\ steht anstelle der drei

Punkte f

�

ur konkrete Ereignisse ein Aussagesatz | Ereignisse werden dur
h

Bes
hreibung gegeben. In vielerlei Hinsi
ht verh

�

alt si
h

"

das Ereignis, da�\

tats

�

a
hli
h wie ein Kennzei
hnungsoperator: im Idealfall, wenn die Bes
hrei-

bung de�nit ist, ist das Ergebnis eine Bezei
hnung f

�

ur einen Gegenstand.

Au
h die S
hwierigkeiten mit der Identit

�

at, f

�

ur die der Kennzei
hnungsope-

rator bekannt ist, wiederholen si
h, wie wir sehen werden. Die Bes
hreibung

soll f

�

ur konkrete Ereignisse neben der Information dar

�

uber, was womit ge-

s
hieht, eine Information dar

�

uber enthalten, auf wel
hes Raum{Zeit{Gebiet

si
h der Aussagesatz bezieht. F

�

ur konkrete, individuelle Ereignisse geh

�

ort al-

so ein Verweis auf Raum{Zeit{Gebiete zur konstituierenden Aussage dazu,

sie werden damit na
h De�nition irgendwo lokalisiert. Das hei�t nat

�

urli
h

ni
ht, da� dies eine brau
hbare, gute, genaue Lokalisierung sein mu�, no
h

ni
ht einmal auf ein benanntes St

�

u
k Raum{Zeit mu� sie si
h beziehen.

Es wird zugelassen, da� unters
hiedli
he Aussages

�

atze (aber mit glei-


hem Raum{Zeit{Bezugsgebiet) identis
he Ereignisse konstituieren k

�

onnen.

Der Grund daf

�

ur liegt in der Parallele zu den anderen Gegenst

�

anden, den

Einzeldingen. Au
h in ihrem Fall lassen si
h unters
hiedli
he Namen �n-

den, die glei
he Gegenst

�

ande bezei
hnen und ebenso sollen dann

"

das Ereig-
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nis, da� Mary und Adam heiraten\ und

"

das Ereignis, da� Mary einwilligt,

Adams Frau zu werden\ identis
he Ereignisse sein. Glei
he S

�

atze konstitu-

ieren nat

�

urli
h glei
he Ereignisse.

1.1.3 Ereignisse als Wiederg

�

anger

Ereignisse, wurde gesagt, kommen vor. K

�

onnen sie au
h mehrfa
h vorkom-

men? Der

�

ubli
he Spra
hgebrau
h legt das nahe. Das Problem tritt in drei-

erlei Form auf (vgl. unter anderem [13℄):

� Ereignisse kann man z

�

ahlen:

"

Adams dritte Ho
hzeit\.

� Ereignisse k

�

onnen si
h fortsetzen:

"

die Tagung fand von 9 bis 12 Uhr,

und dann von 14 bis 18 Uhr statt\.

� Ereignisse k

�

onnen wiederkehren:

"

die Nadel des Me�ger

�

ates s
hl

�

agt

(wieder) bis zum Punkt 2 der Skala aus\.

Die Parallele zu den Einzeldingen ist im ersten Fall ganz o�ensi
htli
h:

es ist so, wie bei

"

Adams drittem Auto\. Dies kann nur hei�en, da� es min-

destens drei Einzeldinge gibt, die Adam besa� oder besitzt, die alle drei

"

Auto\ genannt werden | und eben das dritte davon gemeint ist. Dabei

k

�

onnen si
h die Autos in ihren Eigens
haften so sehr voneinander unter-

s
heiden oder einander glei
hen, wie es beliebt, bis auf zwei Bedingungen: es

m

�

ussen Autos sein (sonst w

�

are es ni
ht Adams drittes Auto), und sie d

�

urfen

paarweise ni
ht identis
h sein (sonst w

�

are es ni
ht Adams drittes Auto).

Genauso sollen Adams Ho
hzeiten gehandhabt werden. Die ganz konkreten

Feiern sind untereinander vers
hieden (weil Ort, Zeit und Hauptpersonen

ni
ht

�

ubereinstimmen beispielsweise), haben aber einen gemeinsamen Na-

men | Ho
hzeit. Dabei ist im Moment ganz o�en, ob es neben den konkre-

ten Feiern no
h etwas gibt, was Ho
hzeit ist. Um Autos z

�

ahlen zu k

�

onnen,

mu� man si
h au
h ni
ht auf etwas wie

"

Auto\ neben all den konkreten Au-

tos einlassen. Eine e
hte Wiederkehr liegt bei diesem Beispiel ni
ht vor, es

handelt si
h s
hlie�li
h um vers
hiedene Ho
hzeiten. Allerdings ist es korrekt

zu sagen, da� Adam s
hon wieder heiratet | wie ist das zu interpretieren?

Die Tagung mit ihrer Unterbre
hung ist ein anderer Fall. Obwohl ein Teil

der Teilnehmer in der Mittagspause gegangen sein kann, andere erst zu der

Na
hmittagsveranstaltung gekommen sein k

�

onnen, der Tagungsraum von

A701 zu G304 gewe
hselt wurde und die Zeiten laut Beispiel vers
hieden

sind, spre
hen wir von derselben Tagung. Au
h hier liegt Wiederkehr in

direktem Sinne ni
ht vor. Es handelt si
h ni
ht einmal um zwei F

�

alle von

Tagung, sondern um zwei Teile (eines Falles) einer Tagung. Denno
h kann
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man sagen, da� die Tagung um 14 Uhr wieder beginnt. Eine naheliegende

Parallele besteht zu den r

�

aumli
hen Teilen empiris
her Dinge. Mit gewisser

Vorsi
ht lassen si
h allerdings au
h Bez

�

uge in zeitli
her Hinsi
ht �nden:

"

Das

ist wieder Adam,\ k

�

onnte jemand mit Bli
k auf ein Foto sagen,

"

nur ein

paar Jahre sp

�

ater auf seiner dritten Ho
hzeit\. Au
h hier geht es ni
ht um

Wiederkehr, sondern (r

�

aumli
he oder zeitli
he) Abs
hnitte eines Ganzen.

Ein Satz wie der

�

uber glei
he Zeigerauss
hl

�

age eines Me�ger

�

ates l

�

a�t si
h

als Paradebeispiel f

�

ur einen Protokollsatz verstehen. Dann kommt es gerade

darauf an, da� jedesmal, wenn ein sol
her Satz wahr ist, ein glei
hes Ereignis

konstituiert wird. So wie die S

�

atze als vers
hiedene

�

Au�erungen desselben

Satzes aufgefa�t werden, werden die konstituierten Ereignisse, die Zeigeraus-

s
hl

�

age, als vers
hiedene Vorkommen desselben Ereignisses verstanden. Das

in etwa hei�t Wiederkehr im

�

ubli
hen Sinne des Wortes. Wiederkehren zu

k

�

onnen ist si
her eine der interessantesten Eigens
haften von Ereignissen |

im Hinbli
k auf Handlungstheorie, Erkl

�

arungen, Kausalit

�

at und au
h andere

Gebiete. Es ist dur
haus m

�

ogli
h, Davidson hat darauf hingewiesen, Wie-

derkehr analog zum Tagungsbeispiel zu explizieren: das

"

Auss
hlagen des

Zeigers bis zur Marke 2\ auf diesem Ger

�

at ist ein Ereignis, das soviele Teile

hat, wie es Auss
hl

�

age bis zur Marke 2 gibt. Si
herli
h wird dann die An-

zahl der Ereignisse jeweils um mindestens eines erh

�

oht (um das Ganze, das

aus den Teilen besteht wie die Tagung aus der Vormittags- und der Na
h-

mittagssitzung), aber dieses neue Ereignis hat den glei
hen ontologis
hen

Status wie seine Teile. Intuitiv wird aber si
her eine L

�

osung vorgezogen

werden, die analog dem Ho
hzeitsbeispiel l

�

auft (das ist die Strategie, die

in der vorliegenden Arbeit verfolgt wird): jedes Auss
hlagen des Zeigers ist

ein einzelnes, genau so ni
ht wiederholbares Ereignis, alle diese Ereignisse

haben einen gemeinsamen Namen

"

Auss
hlagen des Zeigers bis zur Marke

2\. Damit sol
he Vorkommen von Ereignissen als Wiederkehr eines Ereig-

nissen aufgefa�t werden k

�

onnen, m

�

ussen sie si
h in relevanten Eigens
haften

�

ahnli
h sein, w

�

ahrend beispielsweise ihr rein numeris
her Unters
hied, s
hon

dur
h vers
hiedene Vorkommenszeiten gegeben, keine Rolle spielt. Es kann

gezeigt werden, da� dazu keine Klassen oder Mengen von Ereignissen po-

stuliert werden m

�

ussen und au
h die Existenzvoraussetzungen an die zu

bildenden Universalien so stark sind, da� die Ontologie sparsam bleibt. Al-

lerdings setzt dieser Zugang voraus, da� sinnvoll

�

uber die

�

Ahnli
hkeit von

Ereignissen gespro
hen werden kann.
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1.1.4 Die Struktur von Ereignissen

Token und Typen

An dieser Stelle soll eine Unters
heidung eingef

�

uhrt werden, die implizit

in den vergangenen Abs
hnitten bereits verwendet wurde. Ein konkretes,

in Raum und Zeit lokalisiertes Ereignis (ein singul

�

ares Ereignis; wenn es

existiert: ein individuelles Ereignis) wird k

�

unftig mit dem Terminus Ereig-

nistoken oder einfa
h Token bezei
hnet. Ein Ereignis, wel
hes mehrere Ak-

tualisierungen oder Instanzen hat (ein generelles Ereignis, ein generis
hes

Ereignis), wird mit Ereignistyp oder einfa
h Typ bezei
hnet. Diese Unter-

s
heidung lehnt si
h an die f

�

ur spra
hli
he Token und Typen an. Token

sind hier abstrakte Gegenst

�

ande; sie sind Gegenst

�

ande, weil in Raum und

Zeit eindeutig lokalisiert, und abstrakt, weil dieselbe Raum{Zeit{Region ver-

s
hiedene Token beinhalten kann. Das letztere unters
heidet Ereignistoken

von Einzeldingen. Typen k

�

onnte man als Universalien im landl

�

au�gen Sin-

ne des Wortes au�assen: wenn sie

�

uberhaupt lokalisiert sind, dann dort,

wo die ihnen entspre
henden partikul

�

aren Entit

�

aten lokalisiert sind, in ei-

ner nominalistis
hen Ontologie ist ihre Existenz

"

parasitis
h\ bez

�

ugli
h der

von Gegenst

�

anden. Je na
hdem, wel
he konkrete ontologis
he Theorie man

bevorzugt, k

�

onnen sie au
h Mengen, Attribute, Namen oder sonst etwas

sein. Prinzipiell verhalten sie si
h in dem dieser Arbeit zugrunde liegenden

Verst

�

andnis zu ihren Instanzen wie

�

ubli
he Arten (Hund) zu

�

ubli
hen Ge-

genst

�

anden dieser Art (Fi�, der Hund von Adam).

In der aufzubauenden Terminologie soll sowohl

�

uber Token, als au
h

�

uber

Typen geredet werden k

�

onnen. Es ist sinnvoll, von vornherein einige Bedin-

gungen zu formulieren, denen die Beziehung zwis
hen Typen und Token

gen

�

ugen soll:

1. Es gibt Typen vers
hiedener Stufen, Typen von Typen sind zugelas-

sen. So ist jeder Zusammensto� von einem PKW mit einem Motorrad

ein Verkehrsunfall, aber ni
ht jeder Verkehrsunfall ist ein Zusammen-

sto� zwis
hen einem PKW und einem Motorrad. Ein ganz konkreter

Zusammensto� einer Honda{Mas
hine mit einem Honda{PKW auf ei-

ner bestimmten Kreuzung ist ein Ereignis, wel
hes unter beide Typen

f

�

allt. Grob gespro
hen: alles was unter den ersten Ereignisterminus

f

�

allt, f

�

allt au
h unter den zweiten | aber ni
ht umgekehrt.

2. Wenn ein Ereignis von einem Typ ist, dann ist jedes identis
he Er-

eignis vom selben Typ. So trivial wie si
h das anh

�

ort, geh

�

ort diese

Bedingung zu den umstrittenen Forderungen (f

�

ur Kim beispielsweise

gilt sie ni
ht). Das hat nat

�

urli
h etwas damit zu tun, da� Ereignisse
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mit ihren Bes
hreibungen gegeben sind und diese f

�

ur glei
he Ereignisse

sehr vers
hieden sein k

�

onnen. Es ist psy
hologis
h und vom Informa-

tionswert her ein Unters
hied, ob man eine bestimmte Heirat als die

zwis
hen

�

Odipus und Jokaste oder als die zwis
hen

�

Odipus und dessen

Mutter bezei
hnet.

3. Ereignisse eines Typs sind einander

�

ahnli
h. Ob man nun

�

Ahnli
hkeit

�

uber Typen oder die Typen

�

uber eine

�

Ahnli
hkeitsrelation de�niert

oder ob sie unabh

�

angig de�niert werden und man einen s
h

�

onen Satz

�

uber ihre Beziehung zueinander beweisen kann, ist damit no
h ni
ht

klar. Wi
htig ist, da� Typbildung und

�

Ahnli
hkeit etwas miteinander

zu tun haben sollen. Diese Bedingung soll das Kollektionieren beliebi-

ger Token zu seltsamen Typen verhindern: Etwas, das ein Z

�

ahneput-

zen, einen Verkehrsunfall und eine Ho
hzeit zu seinen (einzigen) In-

stanzen hat, soll m

�

ogli
hst kein Typ sein. Wer die objektive Existenz

von Ereignistypen anerkennt, kann aufgrund dieser Forderung zu einer

essentialistis
hen Konzeption von Ereignissen kommen. Was

�

Ahnli
h-

keit hei�t, ist

�

uber die existierenden Typen festgelegt. Legt man an-

dererseits Wert auf eine

�

Ahnli
hkeitskonzeption, die allein auf den ko-

stituierenden S

�

atzen beruht, kann man

"

wesentli
he\ und

"

unwesent-

li
he\ Eigens
haften ni
ht mehr unters
heiden. Die Typ{Bildung mu�

dann ebenfalls na
h spra
hli
hen Kriterien funktionieren. Der Grund

f

�

ur die Ents
heidung f

�

ur diesen Zugang liegt sowohl darin, da� er lei
h-

ter zu realisieren ist, als au
h darin, da� der Diskussion um wesentli
he

Eigens
haften von Ereignissen aus dem Wege gegangen werden kann.

4. Ereignisse eines Typs, der seinerseits von einem Typ h

�

oherer Ordnung

ist, sind au
h vom Typ h

�

oherer Ordnung. Damit wird eine perfek-

te Analogie zu den Art{und{Gattungs{Verh

�

altnissen im Berei
h der

Dinge gefordert. Diese erm

�

ogli
ht es, in

�

ubli
her Weise

�

uber Ereigni-

stermini zu quanti�zieren (

�

uber einige Verkehrsunf

�

alle und alle Ho
h-

zeiten zu spre
hen).

5. Typen sind ontologis
h abh

�

angig von entspre
henden Token. Dies ist

die wesentli
hste der Forderungen im voraus. Sie legt den Zugang zu

Ereignissen prinzipiell fest: Es wird gezeigt werden, was singul

�

are Er-

eignisse sind, dann kann gezeigt werden, in wel
her Weise

�

uber gene-

ris
he Ereignisse,

�

uber Typen, gespro
hen werden kann.

Die Begr

�

undung f

�

ur diese Forderungen ist klar: Mit ihnen soll errei
ht

werden, da� Token so etwas wie Einsetzungen, Instantiierungen f

�

ur Typen

sind, und die Typen sind Generalisierungen, Abstraktionen f

�

ur die Token.
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Andauern und Ver

�

andern

Ereignis{Token, und nur

�

uber diese geht die Rede in diesem Abs
hnitt, sind

Entit

�

aten in der Zeit. Diese Aussage ist unkontrovers, jedo
h sind mit der

Lokalisierung und der Rolle der Ereignisse im Flu� der Zeit unters
hiedli
he

Intuitionen verbunden.

� Ereignisse sind zeitli
h andauernde Entit

�

aten, zu ihnen geh

�

ort ein Zeit-

intervall;

oder

� Ereignisse sind statt�ndende Entit

�

aten zwis
hen andauernden Entit

�

a-

ten, zu ihnen geh

�

ort ein Zeitpunkt;

oder

� Ereignisse sind sowohl Zust

�

ande (d.h., die in den Ereignissen vor-

kommenden Einzeldinge ver

�

andern ihre Eigens
haften und Relationen

ni
ht), als au
h Ver

�

anderungen;

oder

� Ereignisse sind grunds

�

atzli
h Ver

�

anderungen.

Intuitiv s
heint es klar zu sein, da� zumindest einige Ereignisse ni
ht

punktf

�

ormig (bez

�

ugli
h der Zeit) sind. Das Hauptargument f

�

ur Zeitpunkte

anstelle von Intervallen liegt in der Einheitli
hkeit, mit der Ereignisse aufge-

fa�t werden. Ein bestimmter Krieg, beispielsweise, ist nat

�

urli
h andauernd

�

uber einen Zeitraum. Als historis
hes Ereignis jedo
h ist er unteilbar (es

ist dieser eine Krieg), glei
hzeitig mit, vor oder na
h anderen Ereignissen.

Werden seine zeitli
hen Bestandteile analysiert, so verl

�

a�t man die einmal

gew

�

ahlte Betra
htungsebene und gelangt zu anderen Ereignissen | S
hla
h-

ten, Frontwe
hseln, Friedensverhandlungen und so weiter. Wel
he Ereignisse

betra
htet werden, bestimmt die zeitli
he Perspektive, die we
hseln kann. Ei-

ne sol
he Betra
htungsweise ist allerdings nur n

�

utzli
h, wenn auss
hlie�li
h

unstrukturierte Ereignisse anerkannt werden: wenn S
hla
hten Ereignisse

sind, ist der Krieg, in dem sie gef

�

uhrt werden, keines mehr.

Die Alternative besteht darin, Zeitintervalle und, als Grenzfall, Punkte

als minimale Intervalle zuzulassen. Das erlaubt es, zeitli
he Teile von Ereig-

nissen zu betra
hten, Anfangs- und Endpunkte von Ereignissen zu benutzen

und

�

uber zeitli
h si
h

�

ubers
hneidende oder angrenzende Ereignisse zu spre-


hen. Da dies au�erdem das allgemeinere Vorgehen ist, was Zeitpunkte im
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Einzelfall ni
ht auss
hlie�t, sollen Ereignisse also zeitli
h ausgedehnte En-

tit

�

aten (m

�

ogli
herweise mit der Dehnung 0) sein. Dem Einwand, da� eine

"

Ausdehnung 0\ keine ist, mu� man prinzipiell zustimmen: S
hlie�li
h kann,

wie Zeno bereits gezeigt hat, an einem Zeitpunkt ni
hts ges
hehen. Der Vor-

s
hlag bezieht si
h also allein auf das angestrebte Modell und l

�

a�t dann eben

au
h punktf

�

ormige Ereignisse mit der Begr

�

undung zu, da� wir man
hmal

so spre
hen, als g

�

abe es sie. Wie s
hon erw

�

ahnt wurde, sind mit dem Wort

"

Ereignis\ in der deuts
hen Spra
he Vorstellungen von Wi
htigkeit,

�

Uberra-

s
hung, au
h pl

�

otzli
hem Auftreten verbunden. Diese Intuition widerspri
ht

man
hmal der Au�assung, da� lang andauernde Entit

�

aten Ereignisse sein

k

�

onnen. Eine Ehe beispielsweise, die 30 Jahre besteht, ist im landl

�

au�gen

Sinne au
h f

�

ur die Beteiligten und deren Verwandte und Bekannte kein

"

Er-

eignis\. Wir hatten aber vereinbart, von sol
hen Konnotationen abzusehen.

Dies gilt au
h f

�

ur die Diskussion, die das Thema

"

Zustand oder Ver

�

ande-

rung\ betri�t:

F

�

ur den Vors
hlag, sowohl Zust

�

ande als au
h Ver

�

anderungen als Ereig-

nisse zuzulassen, spri
ht ebenfalls die gr

�

o�ere Allgemeinheit. Dagegen spre-


hen zwei bea
htenswerte Gr

�

unde: Zum einen wieder der

�

ubli
he Gebrau
h

von

"

Ereignis\, der im Normalfall eine Komponente des

�

Uberras
henden,

Bedeutenden, Wi
htigen hat. Zum anderen ein kausaltheoretis
hes Argu-

ment, das besagt, da� es das Eintre�en oder Vers
hwinden eines Zustands,

und damit eine Ver

�

anderung, ist, die kausal relevant ist | und ni
ht der

Zustand selbst. Gegen letzteres mu� eingewandt werden, da� das Argument

eine bestimmte Vorstellung von Verursa
hung impliziert, die ni
ht notwen-

dig Teil jeder Kausaltheorie ist. Au�erdem ist das Ziel dieser Arbeit eine

m

�

ogli
hst allgemeine Theorie von Ereignissen, die ni
ht nur auf die Expli-

kation von Kausalit

�

at abzielt. Der erste genannte Grund beruht auf der

erw

�

ahnten psy
hologis
hen, pragmatis
hen Geri
htetheit, mit der die Er-

eignisse aus der Wirkli
hkeit herausges
hnitten werden.

�

Uberlegungen dazu

sind unbedingt wi
htig und werden im Abs
hnitt 1.1.6 au
h angestellt. Einen

Ein
u� auf die De�nition von

"

Ereignis\ sollen sie ni
ht haben.

Weiter oben ist die Ents
heidung f

�

ur Intervalle und Punkte unter ande-

rem damit begr

�

undet worden, da� wir man
hmal mit Bezug auf (der Zeit

na
h) punktf

�

ormige Ereignisse spre
hen. Eben wurden die psy
hologis
h und

pragmatis
h begr

�

undbaren Spre
hweisen abgelehnt | hei�t das, diese Art

von Er

�

orterung ist ein willk

�

urli
hes Verfahren? Wie bei jeder Modellbildung

liegt dem Modell ein Satz von Eigens
haften des Originals zugrunde, die

ber

�

u
ksi
htigt werden, andere werden ni
ht ber

�

u
ksi
htigt. In beiden F

�

allen

ist die Ents
heidung gef

�

allt worden, die die jeweils allgemeinere Behand-
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lung der diskutierten Probleme erm

�

ogli
ht. Wenn Mens
hen au
h sinnvoll

so spre
hen, sollte das in die Analyse mit einbezogen werden, spre
hen sie

man
hmal nur so, rei
ht der allgemeinere Fall aus.

Ereignisse als komplexe Entit

�

aten

Es wurden s
hon mehrfa
h Teile von Ereignissen erw

�

ahnt, die selbst wie-

der (andere) Ereignisse sind. Bei den Voraussetzungen, die gegeben sind

(r

�

aumli
he und zeitli
he Ausdehnung, beliebige logis
he Struktur der S

�

atze,

die Ereignisse konstituieren), sind o�enbar folgende Varianten von Teilen

prinzipiell (d.h., m

�

ogli
herweise ni
ht alle in jedem Fall) m

�

ogli
h:

1. r

�

aumli
he Teile von Ereignissen, die Ereignisse glei
hen Typs sind (der

freie Fall eines Gegenstandes aus dem 22. Sto
kwerk eines Ho
hhauses

zu Boden und der Teil dieses Falles zwis
hen dem 13. und dem 7.

Sto
kwerk);

2. r

�

aumli
he Teile von Ereignissen, die Ereignisse anderen Typs sind (die

S
hla
ht um Leningrad im Zweiten Weltkrieg);

3. zeitli
he Teile von Ereignissen, die Ereignisse glei
hen Typs sind (die

Na
hmittagssitzung | die Tagung am Na
hmittag also | der Ta-

gung);

4. zeitli
he Teile von Ereignissen, die Ereignisse anderen Typs sind (die

ersten f

�

unf Minuten der Diskussion des ersten Beitrages auf der Ta-

gung);

5. faktis
he Teile von Ereignissen (die stets Ereignisse anderen Typs sind)

(der Ringtaus
h auf Marys Ho
hzeit).

Bekanntli
h bringt Mill eine weitere Art von Teilen von Ereignissen zur

Diskussion: Eine unter dem Ein
u� von zwei Kr

�

aften vor si
h gehende Nord{

Ost{Bewegung beispielsweise h

�

atte jeweils den Kr

�

aften entspre
hende Teile

(also etwa eine Nordbewegung und eine Ostbewegung), die im Gesamter-

eignis resultieren. I
h werde darauf ni
ht zur

�

u
kkommen, da die Einw

�

ande

gegen diese Au�assung auf der Hand liegen.

Wie anhand der Beispiele in der Aufz

�

ahlung oben lei
ht zu sehen ist,

kommt es bei der Beurteilung der Komplexit

�

at von Ereignissen o�enbar ei-

nerseits auf die Art der Bes
hreibung der Ereignisse und ihrer Teile an, und

es ist andererseits ni
ht in allen F

�

allen unumstritten, ob es si
h um Ereig-

nisse und um Teile handelt. Interessant ist au
h die Frage, ob es atomare

Ereignisse gibt, also Ereignisse, die keine Teile haben, wel
he selbst wieder
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Ereignisse sind. S
hon da Raum- und Zeitmodelle normalerweise ni
ht dis-

kret sind, mu� die Antwort Nein hei�en. Au�erdem sind Token Gegenst

�

ande

in ihrer vollen Konkretheit (und ni
ht wie Sa
hverhalte Aspekte), sind in

diesem Sinne unendli
he Auss
hnitte aus der empiris
hen Welt. Das hei�t

aber wiederum ni
ht, da� es si
h ni
ht lohnen k

�

onnte, f

�

ur bestimmte Zwe
ke

| beispielsweise f

�

ur eine Analyse eines bestimmten Kausalzusammenhangs

| eine Reihe von Ereignissen als atomare zu setzen und zu modellieren.

Da� Mens
hen generell beim Konstituieren von Ereignissen eine aktive Rol-

le spielen, spiegelt si
h au
h in der Frage na
h Teilereignissen und atomaren

Ereignissen wieder.

1.1.5 Existenz und Vorkommen von Ereignissen

Bisher wurde bes
hrieben, was und wie die Entit

�

aten sind, die expliziert wer-

den sollen. Dabei entsteht irgendwann die Frage, ob sie

�

uberhaupt sind. Die

Frage kann in zweierlei Hinsi
ht gestellt werden, n

�

amli
h na
h dem Status

der Ereignisse in der logis
hen Theorie und na
h der De�nition des Existenz-

pr

�

adikates. Beide Fragen k

�

onnen jetzt s
hon beantwortet werden:

1. Da

�

uber Ereignisse genau wie

�

uber andere Gegenst

�

ande quanti�ziert

werden soll, haben Ereignisse genau denselben Status wie andere Ge-

genst

�

ande au
h. Sie sind Elemente des Objektberei
hes. Das bedeutet

ni
ht, da� Ereignistermini zum unde�nierten Basisalphabet der Spra-


he geh

�

oren m

�

ussen, es k

�

onnen, in Strawsons Terminologie, abh

�

angige

Entit

�

aten sein.

2. Ereignisse existieren genau dann, wenn der sie konstituierende Satz

(der einen Bezug auf die Raum{Zeit{Region eins
hlie�t) wahr ist. Folg-

li
h gibt es au
h ni
htexistierende Ereignisse, Fiktionen.

Na
h Voraussetzung s
hlie�en die die Ereignisse konstituierenden S

�

atze

einen Bezug auf die Raum{Zeit{Region ein, auf die sie si
h beziehen. Das

hei�t, sie sind (na
h der klassis
hen Wahrheitstheorie) wahr oder fals
h un-

abh

�

angig von weiteren r

�

aumli
hen oder zeitli
hen Bez

�

ugen; wenn sie wahr

sind, dann immer und

�

uberall, und wenn sie fals
h sind, dann au
h dies im-

mer und

�

uberall. Es ist klar, da� die entspre
henden Ereignisse Wahrma
her

f

�

ur die jeweiligen S

�

atze sind. Da� ein Ereignis existiert, hei�t ni
ht, da� es

aktuell vorkommt. Um interessante Arten von Ereignissen wie Fiktionen,

zuk

�

unftige und vergangene Ereignisse de�nieren zu k

�

onnen, ist es g

�

unstig,

neben der Existenz von Ereignissen no
h ihr Vorkommen in Raum{Zeit{

Regionen zu betra
hten.

�

Uber die Rolle von zeitindizierten Wahrheitspr

�

adi-

katen wird an anderer Stelle gespro
hen.
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Wird die Existenz von Ereignissen

�

uber die Wahrheit von S

�

atzen de�-

niert, wie eben ges
hehen, so ist die Existenz der Ereignisse direkt abh

�

angig

von der Existenz bestimmter Einzeldinge. In diesem Sinne sind Ereignisse

zwar Teile derselben Ontologie wie die der Einzeldinge (na
hdem sie ein-

gef

�

uhrt worden sind), aber Entit

�

aten gewisserma�en zweiter Ordnung: sie

setzen die Existenz empiris
her Objekte voraus. Das wiederum f

�

uhrt zur

Frage, ob allen wahren ni
htanalytis
hen S

�

atzen

�

uber empiris
he Objekte

ein Ereignis entspri
ht?

1.1.6 Ereignisse, S

�

atze und Erfahrung

Der Weg, zu Ereignissen zu kommen, ist der folgende: Mit Hilfe bestimmter

S

�

atze werden Ereignistermini de�niert, was von diesen bezei
hnet wird, sind

Ereignisse. Wel
he Objekte in der Ontologie als Ereignisse auftau
hen, ist

also von den S

�

atzen (und damit von den Verh

�

altnissen in der empiris
hen

Welt) und von der Spra
he abh

�

angig, die benutzt wird. Damit haben Ereig-

nisse eine doppelte Natur, sie sind spra
hli
h herausgegri�ene Teile der Er-

fahrung im weitesten Sinne. In diesem Zusammenhang spra
h van Benthem

von linguistis
hem Konventionalismus die Ereignisse betre�end: die Erfah-

rung sei demna
h eine Art kontinuierli
her Film, der von Mens
hen mit Hilfe

der Spra
he in handhabbare St

�

u
ke ges
hnitten wird (vgl. [117℄, S. 113), ein

Bild, wel
hes in anderem Zusammenhang s
hon von  Lukasiewi
z genutzt

wurde. Konventionalismus hei�t au
h, da� Mens
hen relativ frei darin sind,

wel
he | um im Bild zu bleiben | St

�

u
ke aus dem Film ges
hnitten werden.

Wenn die Spra
he die S
here ist, so bilden die Interessen und Absi
hten ein

Raster, anhand dessen festgelegt wird, wo und wie gro� die St

�

u
ke sind, die

es wert sind herausges
hnitten zu werden. Das genau ist die gef

�

uhlsm

�

a�ige,

psy
his
he Emphase, die auf dem Terminus

"

Ereignis\ liegt.

Es ist viellei
ht interessant, au
h diese praktis
hen Raster in eine Er-

eignisde�nition einzubeziehen (vgl. dazu beispielsweise [113℄), etwa indem

man Ereignisse dur
h epistemis
he Subjekte, Datenbanken, Glaubensmen-

gen indiziert. Es gibt Argumente, die daf

�

ur spre
hen, insbesondere bei der

Behandlung von negativen Ereignissen wird darauf zur

�

u
kzukommen sein.

Was dagegen spri
ht, sind vor allem folgende Argumente:

1. Sol
he indizierten Ereignisse sind nur no
h einges
hr

�

ankt als Wahrma-


her zu verwenden.

S

�

atze sollen wahr oder fals
h unabh

�

angig davon sein, wer sie unter wel-


hen Umst

�

anden behauptet | dies geh

�

ort zum Grundverst

�

andnis von
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Wahrheit. Wenn etwas jedo
h (existierendes) Ereignis in Abh

�

angigkeit

von Subjekten, Glaubensmengen oder

�

ahnli
hem ist, kann das ni
ht

diese Konstanz garantieren.

2. Sol
he indizierten Ereignisse sind ni
ht mehr in derselben Ontologie

wie die Einzeldinge. Die M

�

ogli
hkeit,

�

uber sie zu quanti�zieren, ist

neu zu begr

�

unden.

Prinzipiell gehen wir davon aus, da� Einzeldinge unabh

�

angig von er-

kennenden Subjekten, zumindest jedo
h intersubjektiv erkennbar exi-

stieren. F

�

ur sol
he relativierten Ereignisse ist das ni
ht mehr ohne

weiteres gegeben.

3. Die F

�

ahigkeit,

�

uber glei
he Token und, viel s
hwieriger, glei
he Ty-

pen zu spre
hen (ausgehend von vers
hiedenen Indizes), mu�

�

uber

Transformations- oder

�

Ubersetzungsregeln gew

�

ahrleistet werden.

Neben den

�

ubli
hen begri�i
hen Uns
h

�

arfen, ob etwa etwas ein Unfall

ist oder ni
ht (die si
h ni
ht wesentli
h von denen unters
heiden, ob

etwas beispielsweise ein Berg ist), hat man es damit zu tun, da� si
h

Ereignistypen grunds

�

atzli
h unters
heiden k

�

onnen.

Eine einfa
he L

�

osung besteht darin, potentiell alle entspre
henden S

�

atze

zur Ereigniskonstituierung zuzulassen, jedo
h darauf hinzuweisen, da� ni
ht

alle Ereignisse tats

�

a
hli
h au
h gebildet werden. Die Situation ist, wieder

einmal, parallel zu der der Kennzei
hnungen: es ist s
hon m

�

ogli
h, Einzel-

dinge wie

"

der Sokrates, der mit Hippias spri
ht\,

"

der Sokrates, der auf dem

Markt Gem

�

use kauft\ und

"

der Sokrates, der den S
hierlingsbe
her trinkt\

oder selbst

"

der Sokrates, der den ersten (zweiten, dritten) S
hlu
k aus dem

S
hierlingsbe
her trinkt\ zu bilden, und man
hmal wird es au
h getan. Es ist

aber ni
ht erw

�

uns
ht, die Ontologie mit allen m

�

ogli
hen sol
hen bildbaren

Einzeldingen

�

uberf

�

ullt zu haben, und so werden nur diejenigen anerkannt,

die gebrau
ht werden.

Auf den nun folgenden Seiten soll ein Ereigniskonzept verwirkli
ht wer-

den, was den erl

�

auterten Intuitionen entspri
ht. Von Zeit zu Zeit wird es

n

�

otig sein, den Hauptstrang des Aufbaus zu verlassen, um den Hintergrund

auszuleu
hten. Darauf wird mit der Warnung

"

Ein Exkurs\ hingewiesen.

1.2 Ereignistermini I: Singul

�

are Ereignistermini

Singul

�

are Ereignistermini werden von Aussagen bestimmter Art konstituiert.

Zun

�

a
hst werden diese Aussagen bes
hrieben, dann wird

"

singul

�

arer Ereig-
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nisterminus\ de�niert und ans
hlie�end werden einige Fragen und Probleme

im Zusammenhang mit dieser De�nition bespro
hen. Die notwendigen Fest-

legungen aus der Terminitheorie bilden den Anfang:

1.2.1 Termini und Aussagen: Die spra
hli
hen Grundlagen

Die n

�

a
hsten beiden Teile dieses Abs
hnittes der vorliegenden Arbeit basie-

ren auf

�

Uberlegungen und Ergebnissen, die in [121℄, S. 310 �. und 293 �.

dargestellt sind. Einige Ver

�

anderungen und Erg

�

anzungen zu diesen

�

Uberle-

gungen sind in [123℄ vorgenommen worden.

Termini

Termini werden in Subjekttermini und Pr

�

adikattermini unters
hieden, die

Unters
heidung ist vorlogis
h. Subjekttermini haben die Aufgabe, Gegen-

st

�

ande zu bezei
hnen, Pr

�

adikattermini dagegen stehen f

�

ur Eigens
haften

und Relationen. Zu den Subjekttermini geh

�

oren singul

�

are Subjekttermini,

die die Aufgabe haben, einen einzelnen Gegenstand zu bezei
hnen, und ge-

nerelle Subjekttermini, die mehrere Gegenst

�

ande bezei
hnen sollen. Au
h

diese Unters
heidung ist vorlogis
h.

Singul

�

are Subjekttermini: Adam, Simba, der Pr

�

asident der

Vereinigten Staaten von Amerika, der zweith

�

o
hste Gipfel

der Alpen, Alf Tenner, die kleinste Primzahl na
h der Zehn

Generelle Subjekttermini: Tiger, Politikerin, Sehensw

�

urdig-

keit, au�erirdis
he Lebensform, nat

�

urli
he Zahl

Pr

�

adikattermini: gef

�

ahrli
h, vielverspre
hend, s
hneebede
kt,

etwas gern essend, zwis
hen Zwei und einer anderen Zahl

liegend

I
h werde P , Q und R mit und ohne Indizes als Pr

�

adikattermini benut-

zen, v beziehungsweise w mit und ohne Indizes f

�

ur singul

�

are beziehungsweise

generelle Subjekttermini s
hreiben.

Die grundlegende Relation in der Terminitheorie ist der Bedeutungsein-

s
hlu� :

De�nition 1

Der Subjektterminus i s
hlie�t der Bedeutung na
h den Subjektterminus j

ein (t

�

i * t

�

j) =

df

Jeder Gegenstand, der mit dem Terminus i bezei
h-

net werden soll, soll au
h mit dem Terminus j bezei
hnet werden.
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Der terminibildende Operator t

�

bildet aus jedem Terminus einen Namen

f

�

ur diesen Terminus. O�ensi
htli
h ist dies ein Metaterminus, und der ur-

spr

�

ungli
he Terminus kommt im Metaterminus ni
ht vor, sondern wird an-

gef

�

uhrt. Sol
he Operatoren werden no
h mehrfa
h verwendet werden. Auf

einige interessante Fragen im Zusammenhang mit dem Bedeutungseins
hlu�

von Termini wird an sp

�

aterer Stelle eingegangen (vgl. Abs
hnitt 1.4.1). Der

Bedeutungseins
hlu� von Pr

�

adikattermini spielt im gegebenen Zusammen-

hang keine Rolle.

De�nition 2

Die Termini i und j sind bedeutungsglei
h (k

�

unftig: t

�

i

*

)

t

�

j) =

df

(t

�

i * t

�

j) ^ (t

�

j * t

�

i).

"

Alf Tenner\ s
hlie�t der Bedeutung na
h

"

au�erirdis
he Le-

bensform\ ein (wobei die Anf

�

uhrungszei
hen die Rolle des t

�

{

Operators

�

ubernehmen), w

�

ahrend der singul

�

are Terminus

"

der

Pr

�

asident der Vereinigten Staaten\ und der generelle Terminus

"

Tiger\ diesen Terminus ni
ht der Bedeutung na
h eins
hlie�en.

"

Alf Tenner\ s
hlie�t der Bedeutung na
h

"

der einzige bei den

Tenners lebende Au�erirdis
he\ ein und umgekehrt, diese beiden

Termini sind bedeutungsglei
h.

Es soll an dieser Stelle ausdr

�

u
kli
h auf den normativen Aspekt dieser

De�nitionen hingewiesen werden: Termini haben die Aufgabe, zu bezei
h-

nen, jedo
h gibt es keine Garantie, da� sie dies au
h tun (diese Aufgabe

erf

�

ullen). Die De�nitionen bleiben korrekt, ob man nun Alf als physis
h exi-

stent, existent im Rahmen einer �ktiven Ges
hi
hte oder als ni
htexistierend

betra
htet. Genauso ist der Pr

�

asident der Vereinigten Staaten stets nur ein-

mal vorhanden (und der Terminus

"

der Pr

�

asident der Vereinigten Staaten\

ist singul

�

ar), aber ni
hts im Terminus selbst sagt uns das (au�er viellei
ht die

spezielle Verwendung der Artikel im Deuts
hen). Um den Terminus korrekt

verwenden zu k

�

onnen, m

�

ussen wir seine Bezei
hnungsaufgabe kennen.

Universale und lokale Aussagen

Aussagen sind S

�

atze, in denen etwas behauptet oder etwas verneint wird.

Der si
herli
h

�

uberwiegende Teil der Aussagen, die in realen Gespr

�

a
hssi-

tuationen oder aufges
hrieben angetro�en werden, ist kontextabh

�

angig |

ni
ht oder ni
ht eindeutig zu verstehen ohne Kenntnis anderer S

�

atze, be-

stimmter Umst

�

ande, eben weiterer Informationen. Um eine spezielle Art
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der Kontextabh

�

angigkeit geht es in diesem Abs
hnitt, um eine weitere im

n

�

a
hsten.

Der Wahrheitswert vieler Aussagen ist abh

�

angig von Ort und Zeit, auf

wel
he si
h die Aussagen beziehen. Dabei sind im gegebenen Zusammenhang

ni
ht Ausdr

�

u
ke wie

"

hier\,

"

jetzt\ oder

"

da dr

�

uben\ gemeint, die dur
h

die Eigennamen von

"

hier\,

"

da dr

�

uben\ (Namen von Orten) oder

"

jetzt\

ersetzt werden k

�

onnen. Das Ziel ist ni
ht eine Analyse der Indexikalit

�

at. Was

gemeint ist, ist der Bezug auf Ort und Zeit, der ni
ht explizit genannt, aber

aus der Situation heraus verst

�

andli
h ist (in einem anderen Zusammenhang

ma
ht Pollo
k in [79℄, S. 8, auf dieses Problem aufmerksam):

"

John f

�

ur
htet si
h vor Simba\ ist wahr zu ganz bestimmten

Zeiten an bestimmten Orten; zu anderen Zeiten und an anderen

Orten ist es einfa
h fals
h | und zu dritten Zeiten oder an no
h

anderen Orten einfa
h sinnlos, weil weder John no
h der Tiger

Simba zu der Zeit an dem Ort waren. Aussagen der letzten Art

werden traditionell ebenfalls als fals
h betra
htet.

"

John f

�

ur
htet si
h w

�

ahrend der Vorstellung am 2. November

1997 im Zelt des Zirkus `Freilaufende Tiger' vor Simba\ ist dage-

gen stets wahr (falls si
h John da und dort tats

�

a
hli
h gef

�

ur
htet

hat) oder stets fals
h (falls er das ni
ht tat).

"

Stets wahr (fals
h)\ ist so gemeint, da� wenn es heute wahr oder fals
h

ist, da� si
h John w

�

ahrend der Vorstellung am 2. November 1997 im Zelt

des Zirkus `Freilaufende Tiger' gef

�

ur
htet hat, es au
h morgen und zu belie-

bigen andern Zeiten und an anderen Orten jeweils wahr oder fals
h ist, da�

er si
h w

�

ahrend der Vorstellung am 2. November 1997 im Zelt des Zirkus

`Freilaufende Tiger' f

�

ur
htete. Die semantis
hen Bewertungen sol
her Aus-

sagen sind in diesem Sinn stabil, darauf wird in einem sp

�

ateren Abs
hnitt

(3.3) zur

�

u
kgekommen. Da� dem eine bestimmte Konzeption von Realit

�

at

zugrunde liegt, ist klar und wird an derselben Stelle au
h diskutiert werden.

Die erste Aussage im Beispiel verh

�

alt si
h pragmatis
h wie eine Aus-

sagefunktion, die einen Wahrheitswert erst dann annimmt, wenn die leeren

(Orts- und Zeit-) Stellen besetzt sind. Im Kontext eines Gespr

�

a
hs oder einer

S
hilderung ist das Besetzen entweder m

�

ogli
h oder es bleibt eine gewisse

Verwirrung. H

�

au�g kann man si
her einfa
h so etwas wie

"

dann und dort,

wo si
h das grammatis
he Subjekt gerade dann aufh

�

alt\ voraussetzen, um

sol
he S

�

atze zu verstehen.

Am Beispiel l

�

a�t si
h folgender wesentli
her Einwand demonstrieren: Die

zweite Aussage unters
heidet si
h von der ersten deshalb ni
ht, da John si
h
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ja ni
ht w

�

ahrend der ganzen Vorstellung f

�

ur
htet, sondern nur w

�

ahrend der

Tigernummer und kurz dana
h. Also ist sie ebenfalls wahr oder fals
h in

Abh

�

angigkeit davon, wel
her Teil der Vorstellung gemeint ist. Ein

�

ahnli-


hes Argument gilt f

�

ur den Ort, wobei hier zus

�

atzli
h unklar ist, wo genau

si
h John f

�

ur
htet | im K

�

orper, im Kopf, im Bau
h? Jede Aussage, lautet

das Argument, ist also notoris
h ungenau bez

�

ugli
h ihrer r

�

aumli
hen und

zeitli
hen Bezugsgebiete. Genau wie in der ersten Aussage (meistens) ein

bestimmter Ort und eine bestimmte Zeit gemeint, aber ni
ht gesagt ist, ist

in der zweiten Aussage ein bestimmter Ort und eine bestimmte Zeit ge-

meint, aber eine andere, wesentli
h uns
h

�

arfere, (meistens) gesagt | der

Unters
hied ist also nur graduell. Denno
h unters
heiden si
h die beiden

Aussagen wesentli
h. Au
h wenn das Raum{Zeit{Gebiet, auf wel
hes si
h

die Aussage bezog, ni
ht ganz genau angegeben wurde, so do
h genau ge-

nug, um die Aussage verst

�

andli
h zu ma
hen. Sollte es notwendig sein, einen

gr

�

o�eren Genauigkeitsgrad anzustreben, ist das prinzipiell mit den glei
hen

Mitteln m

�

ogli
h. W

�

ahrend die erste Aussage so etwas wie eine Aussagefunk-

tion bez

�

ugli
h der Raum- und Zeitangaben ist, ist das die zweite ni
ht. Sie

ist h

�

o
hstens fals
h, weil zu ungenau.

Ni
ht alle Aussagen sind sol
he Aussagefunktionen, wenn in ihnen keine

konkreten Angaben

�

uber den Ort und die Zeit ihrer G

�

ultigkeit gema
ht wer-

den. Es gibt Aussagen, die ohne expliziten Bezug auf Raum{Zeit{Gebiete

verst

�

andli
h sind, terminologis
he Festlegungen beispielsweise oder analyti-

s
he Aussagen. Da� Hunde S

�

augetiere sind, ist ni
ht von Orten oder Zei-

ten abh

�

angig und au
h ni
ht von vorkommenden Hunden oder (anderen)

S

�

augetieren, sondern allein davon, ob eine bestimmte Klassi�kation verein-

bart wurde oder ni
ht. Da� das Auswahlaxiom in einer Mengentheorie gilt,

ist von der gew

�

ahlten Theorie abh

�

angig und von ni
hts sonst. Wenn die

Klassi�kation vereinbart wurde, wenn diese Mengentheorie die Basis bildet,

gelten entspre
hende S

�

atze einfa
h

�

uberall und zu jeder Zeit (oder

�

uberall

und zu jeder Zeit ni
ht).

Folgende Unters
heidung soll getro�en werden:

De�nition 3

Aussagen, die ohne weitere explizite Angabe von Raum{Zeit{Koordinaten

wahr oder fals
h sind, hei�en universale Aussagen.

Aussagen, die zur Feststellung ihres Wahrheitswertes eine (weitere) explizite

Angabe von Raum{Zeit{Koordinaten ben

�

otigen, hei�en lokale Aussagen.

In der Logik spielt die Unters
heidung zwis
hen lokalen und universalen

Aussagen kaum eine Rolle. Das hat zwei Gr

�

unde: Erstens hat si
h die moder-

ne Logik an den Bed

�

urfnissen der Mathematik entwi
kelt und da kommen
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nur universale Aussagen vor, und zweitens gibt es ein einfa
hes Verfahren,

lokale Aussagen zu universalisieren. Das Verfahren besteht nat

�

urli
h darin,

die Raum{Zeit{Gebiete anzugeben, die gemeint sind. Die formalen Mittel

dazu sind bereits ausrei
hend in der klassis
hen Quantorentheorie vorhan-

den:

Es sei L

Q

das Fragment der Spra
he der Quantorenlogik erster Stufe

ohne Aussagenvariablen, wel
hes die Formeln ohne freie Variablen mit aus-

s
hlie�li
h einstelligen Pr

�

adikaten enth

�

alt. Die Konstanten von L

Q

werden

als Raum{Zeit{Intervalle, die Variablen als

�

uber Raum{Zeit{Intervallen lau-

fend interpretiert. Die Pr

�

adikate werden als Aussagen interpretiert und die

Quantoren erhalten eine nat

�

urli
he Interpretation (in Abh

�

angigkeit davon,

ob sie si
h auf reine Raum-, reine Zeit- oder Raum{Zeit{Intervalle bezie-

hen):

"

immer, man
hmal,

�

uberall, irgendwo, immer irgendwo . . .\. Bei einer

sol
hen Interpretation besitzen alle Aussagen expliziten Bezug auf Raum{

Zeit{Gebiete. Praktis
h wird das errei
ht, indem alle Aussageformen, die

freie Variablen enthalten, solange mit Konstanten beziehungsweise quanti-

�zierten Variablen versehen werden, bis die

"

Universalisierung\ errei
ht ist

(sie in L

Q

vorkommen): Die Kontextinformation ist explizit in der Aussage

enthalten. Die klassis
he Quantorenlogik kann verwendet werden, weil ih-

re Bedingungen gegeben sind. Der einheitli
he ni
htleere Individuenberei
h

ist die Menge der Raum{Zeit{Intervalle. Dies Modell zeigt, warum die lo-

kalen Aussagen eben Aussagefunktionen genannt wurden, sie erf

�

ullen hier

genau diese Funktion. Die entspre
henden spra
hli
hen Mittel zur Universa-

lisierung hei�en k

�

unftig Koordinatenkonstanten, Koordinatenvariablen und

Koordinatenquantoren.

Singul

�

are und generelle Aussagen

In den nat

�

urli
hen Spra
hen werden vielfa
h Aussagen mit unquanti�zierten

generellen Subjekttermini getro�en:

Tiger sind gef

�

ahrli
h.

V

�

ogel k

�

onnen 
iegen.

R

�

u
ksi
htsloses Fahren verursa
ht Verkehrsunf

�

alle.

In einer normalen Kommunikationssituation sind diese S

�

atze gut ver-

st

�

andli
h und f

�

uhren selten zu Mi�verst

�

andnissen. Alle Beteiligten wissen,

was gemeint ist. Die prinzipielle Interpretation sol
her S

�

atze ist aber ni
ht

ganz einfa
h und keinesfalls eindeutig, i
h werde im Abs
hnitt zur Typ{

Verursa
hung ausf

�

uhrli
her darauf zur

�

u
kkommen und unter anderem ei-

ne Art Standardwert{Quantor vors
hlagen (vgl. Abs
hnitt 4.2.3). W

�

ahrend
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in der klassis
hen Quantorenlogik erster Stufe eine freie Individuenvariable

dur
h einen Pr

�

a�x{Allquantor gebunden werden kann, ohne den

"

logis
hen

Sinn\ der Formel zu entstellen (sie bleibt allgemeing

�

ultig beziehungswei-

se ni
ht{allgemeing

�

ultig na
h dieser Operation), ist das in der nat

�

urli
hen

Spra
he ni
ht so uniform zu l

�

osen. Alle S

�

atze oben k

�

onnen als wahr an-

gesehen werden, w

�

urden aber wahrs
heinli
h unters
hiedli
h interpretiert

werden:

Alle Tiger sind gef

�

ahrli
h.

Die meisten (im Sinne von

"

normalerweise\) V

�

ogel k

�

onnen 
ie-

gen.

Es gibt (viel zu viele) F

�

alle von r

�

u
ksi
htslosem Fahren, die zu

Verkehrsunf

�

allen f

�

uhren.

Es ist jedo
h m

�

ogli
h, diese S

�

atze anders zu verstehen:

Tiger sind meistens gef

�

ahrli
h.

Man
he V

�

ogel k

�

onnen 
iegen.

Alle Verkehrsunf

�

alle sind auf r

�

u
ksi
htsloses Fahren zur

�

u
kzu-

f

�

uhren.

O�enbar sind diese S

�

atze kontextabh

�

angig, wie die lokalen Aussagen au
h.

F

�

ur den Moment m

�

o
hte i
h diese Kontextabh

�

angigkeit vollst

�

andig aus-

s
hlie�en und behandele sie dazu parallel zum eben diskutierten Fall:

S

�

atze mit freien Vorkommen genereller Termini sind kontextabh

�

angig,

um ihnen einen Wahrheitswert zus
hreiben zu k

�

onnen, mu� aus der Situation

heraus bekannt sein, ob alle, einige oder nur ein ganz spezieller Gegenstand

aus dem Gegenstandsberei
h des generellen Terminus gemeint ist. Das kann

getan werden, indem der generelle Terminus dur
h einen entspre
henden

singul

�

aren Subjektterminus ersetzt wird oder indem

�

uber den entspre
hen-

den generellen Terminus quanti�ziert wird. Man sagt

"

alle Tiger . . .\ und

meint alle Gegenst

�

ande aus dem Gegenstandsberei
h von

"

Tiger\ oder

"

ei-

nige V

�

ogel . . .\ und meint einige Gegenst

�

ande aus dem Gegenstandsberei
h

von

"

Vogel\. K

�

unftig wird also unters
hieden werden:

De�nition 4

Aussagen, die ohne weitere Angaben dar

�

uber,

�

uber wel
he Gegenst

�

ande pr

�

a-

diziert wird, wahr oder fals
h sind, hei�en singul

�

are Aussagen.

Aussagen, die zur Feststellung ihres Wahrheitswertes weitere explizite An-

gaben dar

�

uber,

�

uber wel
he Gegenst

�

ande pr

�

adiziert wird, ben

�

otigen, hei�en

generelle Aussagen.
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Es sei angemerkt, da� diese De�nition ni
ht die traditionelle Unters
heidung

von

"

generellen\ und

"

existentiellen\ Aussagen (allquanti�zierten und par-

tikul

�

arquanti�zierten Aussagen) expliziert! Die Terminologie, der i
h mi
h

hier ans
hlie�e, kann zu einem Mi�verst

�

andnis verleiten:

"

Alle V

�

ogel k

�

onnen


iegen\ ist ein singul

�

are Aussage, au
h (und gerade weil) der generelle Ter-

minus mit einem

"

alle\ gebunden ist.

Au
h hier ist es wi
htig zu bemerken, da� generelle Aussagen singulari-

siert werden k

�

onnen. Dies ges
hieht, indem die unquanti�zierten generellen

Subjekttermini dur
h singul

�

are ersetzt werden, oder indem

�

uber die Subjekt-

termini quanti�ziert wird | solange, bis die dur
h den Kontext implizierte

Information explizit ist. Eine Theorie der Terminiquanti�kation ist im be-

reits erw

�

ahnten Abs
hnitt zur Typ{Verursa
hung zu �nden, zur Spra
he der

Terminitheorie kommen zun

�

a
hst nur zwei Quantoren hinzu:

�; � ein Alle- und ein Einige{Quantor

�

uber Termini.

Bei der Singularisierung genereller Aussagen kommt es, genau wie bei

der Universalisierung lokaler Aussagen, darauf an, den (dur
h den Kontext

vorgegebenen) intendierten Sinn des Satzes zu tre�en. Das mag im Einzel-

fall ni
ht einfa
h sein, ist aber na
h eventuellen Na
hfragen und Kl

�

arungen

prinzipiell m

�

ogli
h.

1.2.2 Die singul

�

aren Ereignistermini

Singul

�

are Ereignistermini sollen als singul

�

are Subjekttermini konstruiert

werden, die Ereignisse bezei
hnen. Als Subjekttermini bezei
hnen sie Ge-

genst

�

ande, als singul

�

are Termini sind sie dazu geda
ht, jeweils genau einen

Gegenstand zu bezei
hnen. Singul

�

are Ereignistermini sind also dazu da, To-

ken zu bezei
hnen. Token sind in Raum und Zeit lokalisiert, das wird dur
h

die Universalit

�

at der konstituierenden Aussagen errei
ht. Au�erdem garan-

tiert dies und die Singularit

�

at dieser Aussagen, da� Token wirkli
h einzelne

Gegenst

�

ande sind | wenn denn der Terminus seine Bezei
hnungsaufgabe

erf

�

ullt.

Die De�nition

De�nition 5

Es sei A eine singul

�

are und universale Aussage und s sei der terminibildende

Operator

"

das Ereignis, da�\. Dann gilt:

Der Terminus sA ist ein singul

�

arer Ereignisterminus genau dann, wenn gilt:
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(i) Die Aussage A ist weder logis
h oder analytis
h wahr, no
h logis
h

oder analytis
h fals
h;

und

(ii) alle in A vorkommenden Termini sind empiris
he Termini.

Die Bedingung (i) verhindert das Auftreten von seltsamen Ereignissen, wie

etwa dem, da� Junggesellen unverheiratet sind. Die Bedingung (ii) der De-

�nition bes
hr

�

ankt das Auftreten der Ereignisse auf die jeweils anerkannte

empiris
he Ontologie, um damit beispielsweise Absi
hten ni
ht zu physikali-

s
hen, jedo
h zu soziologis
hen Ereignissen werden zu lassen. Die Ents
hei-

dung, wel
he Termini empiris
he Termini (genauer: Termini von empiris
hen

Objekten) sind, wird den Nutzern einer Ereignisterminologie

�

uberlassen.

Kim fordert in diesem Zusammenhang allein, da� das Pr

�

adikat der Aussa-

ge ein empiris
hes sei (vgl. [47℄). Wahrs
heinli
h rei
ht das meistens aus,

s
hlie�li
h f

�

allt es s
hwer, ein gutes Beispiel f

�

ur ein empiris
hes Pr

�

adikat zu

�nden, was auf ni
ht{empiris
he Subjekte zutri�t. F

�

ur den Fall existieren-

der Ereignisse sind diese Bedingungen glei
h. Anders ist das eventuell (je

na
h Pr

�

adikationstheorie) f

�

ur ni
htexistierende Ereignisse, da ein empiri-

s
hes Pr

�

adikat mit ni
htempiris
hen Argumenten zu einem fals
hen Satz in

einer Theorie oder zu einem bedeutungslosen in einer anderen f

�

uhren kann.

Au�erdem l

�

a�t si
h das Pr

�

adikat

"

empiris
h\ f

�

ur Pr

�

adikattermini s
hwerer

de�nieren als f

�

ur Subjekttermini und viellei
ht nur

�

uber diese. Auf die Rolle

der Pr

�

adikattermini wird no
h eingegangen werden (vgl. Abs
hnitt 1.3.1).

Dur
h die Bedingung, die in De�nition 5 postuliert ist, wird die prinzipi-

elle M

�

ogli
hkeit ges
ha�en (ni
ht aber die Notwendigkeit postuliert), die

singul

�

aren Ereignistermini den empiris
hen Termini zuzure
hnen. Das ent-

spri
ht vollkommen den oben formulierten Intuitionen. Au
h die Frage, wann

eine Aussage analytis
h ist, ist ni
ht einfa
h zu kl

�

aren. F

�

ur den gegebenen

Zusammenhang ist es ausrei
hend festzulegen:

Postulat 1

Eine Aussage A ist auf der Basis einer verwendeten Logik und bestimmter

terminologis
her Festlegungen genau dann analytis
h wahr, wenn sie aus der

Logik und den terminologis
hen Festlegungen folgt.

Davon ausgehend l

�

a�t si
h au
h analytis
he Fals
hheit auf o�ensi
htli
he

Weise de�nieren.

Der folgende kurze Abs
hnitt expliziert dieses Verst

�

andnis von Analyti-

zit

�

at. Er ist | wie bereits erw

�

ahnt | zur Erl

�

auterung (hier der ersten Be-

dingung der De�nition 5) geda
ht. Quine hat darauf hingewiesen, da� mit
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Hilfe der Begri�e

"

analytis
h { synthetis
h\ bei der Behandlung von En-

tit

�

aten wie Tatsa
hen (

"

fa
ts\, i
h benutze hier S
hultes

�

Ubersetzung) eine

Konnotation mit unges
hminkter Objektivit

�

at sowie einer gewissen Beob-

a
htungszug

�

angli
hkeit (vgl. [82℄, S. 424) ges
ha�en wird. Umgekehrt w

�

urde

�

uber den hausba
kenen Tatsa
henbegri� die unklare

"

analytis
h { synthe-

tis
h\{Unters
heidung einen An
ug von Verst

�

andli
hkeit bekommen. Dabei

h

�

alt er diese Unters
heidung f

�

ur s
hwer fa�bar, fragw

�

urdig, und in der ge-

gebenen Gestalt f

�

ur

�

au�erst unplausibel: Ein analytis
her Satz sei allein

aufgrund seiner Bedeutung und unabh

�

angig von Zusatzinformationen wahr

(vgl. [82℄, S. 122, 424). Der Exkurs zu den analytis
hen Aussagen zeigt,

da� zumindest diese dur
haus fa�li
h, glaubw

�

urdig und plausibel expliziert

werden k

�

onnen. Prominentester Vertreter der genannten Unters
heidung ist

si
herli
h Kant, dessen Verst

�

andnis von Analytizit

�

at k

�

onnte der De�nition

5 ebenfalls zugrunde liegen und ist in [72℄ mit etwas weiter entwi
kelten

terminitheoretis
hen Mitteln expliziert.

Ein Exkurs | Analytis
he Aussagen

Was ungef

�

ahr sind analytis
he Aussagen? In grober N

�

aherung sind das |

wie im Postulat oben festgelegt | alle logis
hen S

�

atze und alle terminologi-

s
hen Festlegungen sowie S

�

atze, die aus diesen unmittelbar na
h logis
hen

Regeln folgen. Dieser Gedanke kann so modelliert werden, da� die deduk-

tiven Grundlagen einer Theorie mitsamt der dort g

�

ultigen Bedeutungspo-

stulate zusammengefa�t werden und die logis
hen Folgerungen aus diesen

betra
htet werden. Die Aussagen, die unter der Voraussetzung allein des lo-

gis
hen und terminologis
hen Apparates gelten, sind die analytis
hen Aussa-

gen. Dieses

"

unter der Voraussetzung\ wird in zwe
km

�

a�iger Weise mit einer

paradoxienfreien Konditionallogik expliziert, da paradoxienbehaftete impli-

kative Systeme zu Problemen bei der De�nition von Analytizit

�

at f

�

uhren

(auf der Basis eines widerspr

�

u
hli
hen logis
hen Systems w

�

aren alle Aussa-

gen analytis
h und so fort). Der erste S
hritt ist also die Formulierung einer

entspre
henden Logik.

Eine Konditionallogik

Es sei L eine auf die

�

ubli
he Weise mit Hilfe der Operatoren ^; _; �; �; �!

aufgebaute aussagenlogis
he Spra
he. Wenn A und B Formeln von L sind,

sei A ` B Formel der logis
hen Folgebeziehung oder E-Formel. Das folgende

System F

K

N

ist eine Konditionallogik, die im aussagenlogis
hen Teil mit dem

System F

S

von Wessel (vgl. [121℄, S. 165 f.) zusammenf

�

allt (vgl. au
h die

Korrektur der Formulierung und des Vollst

�

andigkeitsbeweises in [77℄):
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Axiome von F

K

N

sind alle E-Formeln der de�nierten Spra
he, die die

Form eines der Axiomens
hemata haben und folgende Bedingungen erf

�

ullen

(vgl. [89℄, S. 100 f.):

E1 In einer E-Formel A ` B kommen in B keine Variablen vor, die ni
ht in

A vorkommen.

E2 In einer E-Formel A ` B ist A keine K-Kontradiktion und B keine

K-Tautologie.

(I) Axiom 1. A ` ��A

Axiom 2. ��A ` A

Axiom 3. A ^B ` A

Axiom 4. A ^B ` B ^A

Axiom 5. �(A ^B) ` �A _ �B

Axiom 6. �A _ �B ` �(A ^B)

Axiom 7. (A _B) ^C ` (A ^ C) _B

Axiom 8. (A ^ C) _ (B ^ C) ` (A _B) ^ C

Axiom 9. A _B ` A

Axiom 10. B _A ` A

wobei in den letzten beiden S
hemata B eine K-Kontradiktion ist.

(II) Regel 1. Wenn A ` B und B ` C, so A ` C.

Regel 2. Wenn A ` B und A ` C, so A ` B ^ C.

Regel 3. Wenn A ` B und B ` A, so C ` C[A=B℄, wobei C[A=B℄

Resultat der Ersetzung von A in C dur
h B an 0 oder

mehr Stellen seines Vorkommens ist und C keine K-Kon-

tradiktion und C[A=B℄ keine K-Tautologie ist.

Regel 4. Wenn A ` B, so A ` B ^ C, wobei C K-Tautologie ist

und keine Aussagenvariablen enth

�

alt, die ni
ht au
h in A

vorkommen.

Regel 5. Wenn A ` B, so A ` B _C, wobei C K-Kontradiktion ist

und keine Aussagenvariablen enth

�

alt, die ni
ht au
h in A

vorkommen.

Regel 6. Wenn A ` B, so A ` C _B, wobei C K-Kontradiktion ist

und keine Aussagenvariablen enth

�

alt, die ni
ht au
h in A

vorkommen.
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(III) Konax 1. (A �! B) ^A ` B

Konax 2. (A �! B) ` �B �! �A

Konax 3. (A �! B) ^ (B �! C) ` A �! C

Konax 4. A �! B ^ C ` A �! B

Konax 5. (A �! B) ^ (C �! D) ` A ^ C �! B ^D

Konax 6. (A �! B) _ (C �! D) ` A ^ C �! B _D

Konax 7. (A ^B �! C) ^A ` B �! C

Konax 8. A �! (B �! C) ` (A �! B) �! (A �! C)

Konax 9. A ^B ` �(A �! �B)

Konax 10. (A �! B) ^A ` �(A �! �B)

Konax 11. �(A �! B) ` �(�B �! �A)

Konax 12. �(A ^ C �! B ^D) ` �(A �! B) _ �(C �! D)

Konax 13. �(A ^ C �! B _D) ` �(A �! B) ^ �(C �! D)

Konax 14. �((A �! B) �! (A �! C)) ` �(A �! (B �! C))

(IV) Konreg 1. Wenn A ` B, so C �! A ` C �! B, wobei C �! A

keine K-Kontradiktion und C �! B keine K-Tautologie

ist.

Die Verwendung der semantis
hen Termini in der Bes
hreibung des Kalk

�

uls

ma
ht es notwendig, eine entspre
hende Semantik anzugeben. Das kann mit

folgenden Regeln ges
hehen (vgl. [94℄, S. 32 f.):

De�nition 6

1. Die semantis
hen Regeln f

�

ur wahrheitsfunktionale Formeln bleiben die-

selben wie in der klassis
hen zweiwertigen Aussagenlogik.

2. Wenn die Formel A �! B den Wert wahr hat (�(A �! B) = T )

und A den Wert wahr hat (�(A) = T ), so wird B der Wert wahr

zuges
hrieben (�(B) = T ).

3. Wenn �(A �! B) = T , �(B) = F , so �(A) = F . (Hier und im

folgenden steht F f

�

ur den Wert fals
h.)

4. Wenn aus �(A) = T unter der Bewertung W na
h semantis
hen

Regeln folgt �(B) = T (W : �(A) = T =) �(B) = T ), so ist

�(A �! B) = T unter der Bewertung W (W : �(A �! B) = T ).
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5. Wenn W : �(B) = F =) �(A) = F , so W : �(A �! B) = T .

6. Wenn es Bewertungen W

1

und W

2

so gibt, da�

W

1

: �(A) = T =) �(B) = T und W

2

: �(B) = F =) �(A) = F ,

und es keine Bewertung W

3

derart gibt, da�

W

3

: �(A) = T =) �(B) = F oder W

3

: �(B) = F =) �(A) = T ,

so �(A �! B) = T .

De�nition 7

1. Wenn A eine wahrheitsfunktionale Formel ist, ist A eine K-Tautologie

(K-Kontradiktion) genau dann, wenn A Tautologie (Kontradiktion)

der klassis
hen zweiwertigen Aussagenlogik ist.

2. Eine Formel A �! B ist eine K-Tautologie genau dann, wenn gilt:

wenn �(A) = T , so �(B) = T na
h den semantis
hen Regeln. Eine

Formel A �! B ist eine K-Kontradiktion genau dann, wenn gilt: wenn

�(A) = T , so �(B) = F na
h den semantis
hen Regeln.

3. Ist A �! B K-Tautologie, bekommt A �! B f

�

ur alle Belegungen der

vorkommenden Variablen den Wert wahr zuges
hrieben. Ist A �! B

K-Kontradiktion, bekommt A �! B f

�

ur alle Belegungen der vorkom-

menden Variablen den Wert fals
h zuges
hrieben.

4. Ist A �! B weder K-Tautologie no
h K-Kontradiktion, bekommt die

Formel A �! B f

�

ur keine Belegung der vorkommenden Variablen

einen Wert zuges
hrieben. A �! B hei�t Formel ohne Werteverlauf

(O-Formel).

5. Die Konjunktion einer Formel mit einer O-Formel ist eine O-Formel,

au�er wenn die Formel K-Kontradiktion ist. In diesem Fall ist die

Konjunktion eine K-Kontradiktion und bekommt f

�

ur alle Belegungen

den Wert fals
h zuges
hrieben.

6. Die Adjunktion einer Formel mit einer O-Formel ist eine O-Formel,

au�er wenn die Formel K-Tautologie ist. In diesem Falle ist die Ad-

junktion eine K-Tautologie und bekommt f

�

ur alle Belegungen den Wert

wahr zuges
hrieben.

7. Die Negation einer O-Formel ist eine O-Formel.

8. Wahrheitsfunktionale Verkn

�

upfungen von Formeln mit Werteverlauf

erhalten einen Werteverlauf in

�

Ubereinstimmung mit den semanti-

s
hen Regeln der klassis
hen Aussagenlogik.
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9. Die E-Formel A ` B ist K-g

�

ultig genau dann, wenn A �! B K-

Tautologie ist, A keine K-Kontradiktion und B keine K-Tautologie ist

und in B nur sol
he Variablen vorkommen, die au
h in A vorkommen.

10. Die E-Formel A ` B ist K-ung

�

ultig genau dann, wenn A �! B K-

Kontradiktion ist, A keine K-Kontradiktion und B keine K-Tautologie

ist und in B nur sol
he Variablen vorkommen, die au
h in A vorkom-

men.

Mit Hilfe einer Induktion

�

uber den wie

�

ubli
h de�nierten Theorembegri�

ist es ni
ht s
hwer festzustellen:

Satz 1

Alle Theoreme aus F

K

N

sind K-g

�

ultig.

Analytizit

�

at

Aufbauend auf der eben formulierten Konditionallogik soll gelten:

De�nition 8

Die Aussage A ist analytis
h wahr in einer Theorie genau dann, wenn es

in der Theorie eine Konjunktion L von S

�

atzen gibt, f

�

ur die gilt: jedes Kon-

junktionsglied von L ist Folgerung aus den logis
hen Axiomen der Theorie

oder eine terminologis
he Festlegung, die postuliert wurde oder aufgrund der

logis
hen Eigens
haften der Theorie gilt, und L �! A ist beweisbar.

Es sei NA eine Abk

�

urzung f

�

ur

"

die Aussage A ist analytis
h wahr in

einer (�xierten) Theorie\ (te
hnis
h ist N also eingentli
h kein Operator,

wie es dur
h die folgende Darstellung viellei
ht nahegelegt wird, sondern ein

Pr

�

adikat

�

uber Entit

�

aten vom Typ t

�

A), und L sei gro� genug, um glei
h f

�

ur

alle in derselben Ableitung verwendeten analytis
h wahren Aussagen zu sein

(das ist wegen (A �! B) ^ (C �! D) ` A ^ C �! B ^D kein Problem),

so gelten unter anderem:

Theorem 1. L ^NA ` A

Theorem 2. NA ` N ��A

Theorem 3. N(A ^B) ` NA ^NB

Theorem 4. NA _NB ` N(A _B)

Theorem 5. N(A �! B) ` NA �! NB
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Theorem 6. L ^NA ^ (A �! B) ` NB

Au�erdem gilt die Regel:

Wenn A ` B, so NA ` NB.

Unter den Formeln, die ni
ht gelten, sind insbesondere au
h:

A �! NB ` N(A �! B)

und

N(A �! B) ` A �! NB

Unter diesem Verst

�

andnis sind beispielsweise alle terminologis
hen Fest-

setzungen einer Theorie analytis
h in dieser Theorie, m

�

ussen es aber ni
ht

in einer anderen sein. Da� der Morgenstern der Abendstern ist, ist heute ei-

ne analytis
he Wahrheit (da wir dies bere
hnen k

�

onnen), war es aber ni
ht

immer | denn im Rahmen

�

alterer Theorien war es keine Festlegung und

konnte au
h ni
ht bere
hnet, sondern nur beoba
htet und erraten werden.

Pr

�

adikative Aussagen, die ni
ht postuliert sind oder aus sol
hen Postulaten

na
h Regeln folgen, sind nie analytis
h. Logis
he und mathematis
he S

�

atze

k

�

onnen stets als analytis
h aufgefa�t werden, da sie die deduktiven Hilfs-

mittel der jeweiligen Theorien sind. Im gro�en und ganzen kann grob gesagt

werden: Bez

�

ugli
h dieser Art von Analytizit

�

at sind es die ni
ht herleitbaren

S

�

atze, die ni
ht{analytis
h sind.

Analytizit

�

at l

�

a�t si
h also logis
h dur
haus fassen. Bei der Diskussion der

Bedingungen aus De�nition 5 ist damit aber no
h ni
ht alles getan.

Andere Bedingungen

Die beiden Bedingungen in De�nition 5 sind notwendig, sind sie au
h hinrei-


hend? Es k

�

onnte ja sein, da� immer no
h zu viele Ereignistermini generiert

werden. Die Antwort auf diese Frage l

�

a�t si
h am besten geben, indem einige

andere m

�

ogli
he Bedingungen diskutiert werden. Die folgenden Bedingungen

w

�

urden die bildbaren Ereignistermini eins
hr

�

anken, wenn man sie zus

�

atzli
h

zu denen in der De�nition von Ereignistermini setzen w

�

urde. Sie sind ni
ht

frei gew

�

ahlt, sondern kommen implizit oder explizit immer wieder bei der

Behandlung von Ereignissen vor.

Nur atomare S

�

atze konstituieren Ereignisse.

Eine sol
he Bedingung w

�

urde das Auftreten von seltsamen und k

�

unstli
h

anmutenden zerkl

�

ufteten Ereignissen verhindern, die dur
h logis
he Verbin-

dung von inhaltli
h unzusammenh

�

angenden S

�

atzen entstehen:
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"

das Ereignis, da� Clinton die Pr

�

asidentenwahlen gewann und

Cheetah ni
ht gr

�

o�er ist als Jane\;

"

das Ereignis, da� Adam eine

rote Karte zieht wenn er eine Karte von diesem Stapel zieht oder

alle Saurier seinerzeit an einem Kometeneins
hlag starben\.

Zugegebenerma�en sind diese Ereignisse k

�

unstli
h, es ist nur s
hwer eine

Situation vorstellbar, in wel
her eines der genannten Ereignisse Gegenstand

einer Er

�

orterung oder Untersu
hung w

�

are. M

�

ogli
h ist das aber immerhin:

Wieso hast Du so ho
h gewonnen? Nun, die H

�

alfte hatte i
h auf

Clintons Sieg gesetzt und die H

�

alfte auf die kurzen Beine des

S
himpansen. Das Ereignis, da� Clinton Pr

�

asident wurde und

Cheetah ni
ht gr

�

o�er als Jane ist, hat die H

�

ohe des Gewinns

gebra
ht.

Der Fall ist, wenn au
h konstruiert, ziemli
h typis
h. Strukturierte Ereignis-

se werden gebrau
ht, gerade wenn

�

uber die Ursa
hen und Wirkungen von

Ereignissen gespro
hen wird. In sol
hen F

�

allen besteht die Alternative darin,

entweder um der Allgemeinheit willen beliebig strukturierte S

�

atze (unter den

genannten Eins
hr

�

ankungen) zur Ereignisterminusbildung zuzulassen, oder

aber stets Aussagen

�

uber eine Vielzahl von einzelnen Ereignissen zu tre�en,

die in ihrer Gesamtheit das komplizierte Ereignis bes
hreiben. F

�

ur die erste

Variante spri
ht, da� si
h Relationen

�

uber Ereignissen mit Hilfe der logis
hen

Relationen zwis
hen den konstituierenden S

�

atzen bes
hreiben lassen, so wie

das beispielsweise bei der Behandlung der Teil{Ganzes{Relation vorgef

�

uhrt

werden wird. Weiterhin spri
ht daf

�

ur, da� Ereignisse als kleine uners
h

�

op
i-


he Auss
hnitte aus unserer einen gro�en uners
h

�

op
i
hen wirkli
hen Welt

(ein Bild von Spohn, [103℄, S. 172) strukturiert sind | warum dann ni
ht

logis
h ni
htatomare S

�

atze zulassen?

Nur wahre S

�

atze konstituieren Ereignisse.

Die Idee hinter dieser Bedingung ist, Wahrma
her f

�

ur die entspre
henden

S

�

atze zu haben. Ist ein Satz wahr, dann entspri
ht ihm ein Ereignis, ist er

fals
h | ni
ht, denn w

�

are da ein Ereignis, so w

�

are der Satz ni
ht fals
h.

I
h werde zeigen, da� existierende Ereignisse trivialerweise (na
h De�niti-

on) Wahrma
her f

�

ur S

�

atze sind. Dem entspri
ht dur
haus die Intuition: ist

der Satz wahr, so gibt es da ein entspre
hendes Ereignis, und ist er fals
h, so

ist da au
h ein entspre
hendes Ereignis, aber das gibt es ni
ht, es existiert

ni
ht. Die zus

�

atzli
he Bedingung w

�

urde es s
hwierig ma
hen,

�

uber �ktive,

ni
ht existente, vergangene und andere sol
he Ereignisse zu spre
hen. In

man
hen Konzeptionen ist sie aber formal geboten. Wer mit Davidson die
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Glei
hheit aller Ursa
hen und Wirkungen zum Identit

�

atskriterium f

�

ur Er-

eignisse ma
ht und dabei bedenkt, da� nur existierende Ereignisse kausal

wirksam sein k

�

onnen, der endet bei der Folgerung, da� alle dur
h fals
he

S

�

atze konstituierten Ereignisse dieselben sind. Dann sollte man sie aller-

dings au
h formal auss
hlie�en.

Nur unnegierte S

�

atze konstituieren Ereignisse.

Diese Bedingung soll, wenn sie denn gesetzt wird, negative Ereignisse aus-

s
hlie�en. Negative Ereignisse sind tats

�

a
hli
h ni
ht immer eindeutig zu in-

terpretieren: ist

"

das Ereignis, da� es ni
ht so ist, da� Adam Mary heiratet\

ein Ereignis oder das Fehlen eines Ereignisses (und damit viellei
ht gar ein

Ereignis h

�

oherer Stufe) oder do
h ein syntaktis
h mi�gebildeter Ausdru
k?

Wenn es ein Ereignis ist | wann und wo k

�

onnte es statt�nden? Diese Fra-

gen treten ni
ht auf, werden negierte S

�

atze von der Ereigniskonstitution

ausges
hlossen. Allerdings gibt es gute Gr

�

unde, ni
ht so radikal zu verfah-

ren. Dazu geh

�

oren vor allem:

Bestimmte negative Ereignisse spielen eine gro�e Rolle.

So werden man
he Unterlassungen juristis
h oder moralis
h bewertet, wer-

den bestimmte Ereignisse auf negative Ereignisse zur

�

u
kgef

�

uhrt. Mary hat

Adam darum ni
ht geheiratet, weil er immer so unp

�

unktli
h war; und ihre

Mutter empfand genau das Ni
htstatt�nden der Ho
hzeit als ganz und gar

entsetzli
h.

Bestimmte negative Ereignisse sind mit positiven identis
h.

Dabei meine i
h im Moment einen dur
haus intuitiven Identit

�

atsbegri�, et-

wa derart, da�

"

ni
ht s
hlafen\ und

"

wa
hsein\ | dem glei
hen Subjekt in

der glei
hen Raum{Zeit{Region pr

�

adiziert | identis
he Ereignisse konsti-

tuieren. Es ist ni
ht einzusehen, warum der eine Satz ein Ereignis konstitu-

ieren soll, der andere aber ni
ht. Viele Autoren weisen in unters
hiedli
hem

Zusammenhang auf sol
he nat

�

urli
hen Antonyme bei Pr

�

adikaten hin (vgl.

beispielsweise [70℄ und die dort zitierte Literatur), Shramko hat mi
h darauf

hingewiesen, da� Abspre
hen als negative Pr

�

adikation te
hnis
h und inhalt-

li
h dur
haus als Antonymbildung f

�

ur Pr

�

adikattermini analysiert werden

kann ([100℄, [95℄). Negative Eigens
haften w

�

urden sofort zur Existenz nega-

tiver Ereignisse in der vorliegenden Konzeption f

�

uhren.

Es bestehen logis
he Beziehungen zwis
hen positiven und negativen Ereig-

nissen.

Wenn der Satz, da� es ni
ht so ist, da� Adam Mary heiratet, so interpretiert

wird, da� er das Fehlen eines Ereignisses rapportiert (und ni
ht das negati-

ve Ereignis konstituiert), dann treten S
hwierigkeiten bei der Interpretation



36 KAPITEL 1. EREIGNISSE

zusammengesetzter Ereignisse auf: wie sollte

"

das Ereignis, da� Mary na
h

S

�

udamerika ausrei�t und es ni
ht so ist, da� Adam Mary heiratet\ dann

interpretiert werden? Au�erdem ist unklar, warum ein unnegierter Satz ein

Ereignis konstituieren soll, derselbe allerdings doppelt negierte Satz jedo
h

ni
ht (dies ist no
h ni
ht die Frage dana
h, ob sie identis
he Ereignisse kon-

stituieren).

Aus all diesen Gr

�

unden wird das Verbot negativer Ereignisse ni
ht zu

einer zus

�

atzli
hen Bedingung gema
ht, das Thema der negativen Ereignisse

wird aber an anderer Stelle wiederkehren. Au
h hier will i
h also den im

Zweifelsfall allgemeineren Zugang w

�

ahlen.

Nur S

�

atze

�

uber Ver

�

anderungen konstituieren Ereignisse.

�

Uber die Gr

�

unde, au
h Zust

�

ande als Ereignisse zuzulassen, ist bereits gespro-


hen worden. Andauern ist eine Eigens
haft, die selbst kausal wirksam sein

kann, und Ver

�

anderungen spielen keine besondere oder besonders s
hwieri-

ge Rolle in einer Ereignisterminologie, die beliebige S

�

atze in dieser Hinsi
ht

zul

�

a�t. Cleland | die au
h im Exkurs

�

uber Pr

�

adikate erw

�

ahnt wird | l

�

a�t

nur Ver

�

anderungen als Ereignisse zu (vgl. [12℄) und de�niert diese als Paa-

re von Tripeln von konkreten Phasen, Status und Zeiten, f

�

ur die gilt: die

konkreten Phasen sind glei
h, die Status unters
heiden si
h, und die Zeit im

ersten Tripel ist kleiner als im zweiten. Um ihr Beispiel zu erw

�

ahnen: die

Erw

�

armung eines Sees k

�

onnte dann etwa so aussehen, wie in der folgenden

S
hreibweise:

hh die Temperatur dieses Sees; 20

Æ

C; 23: 7: 1996i;

h die Temperatur dieses Sees; 25

Æ

C; 23: 8: 1996ii.

F

�

ur Cleland sind die konkreten Phasen Basiselemente der Ontologie, sie

benutzt sie, um die Raum{Zeit{Bezogenheit und Objektabh

�

angigkeit von

Ereignistoken auszus
halten (es gibt ja au
h Ver

�

anderungen im Glauben

oder in der H

�

ohe eines Tones | wo sind diese

"

angebunden\?). Dazu soll hier

ni
ht argumentiert werden. Wesentli
h ist allerdings, da� ganz o�ensi
htli
h

selbst in ihrem Zugang Ver

�

anderungen ni
hts anderes sind, als Paare von

Zust

�

anden. Diese Idee l

�

a�t si
h auf vers
hiedene Weise in die hier vertretene

Konzeption einbauen: mit einer Paarbildung von Ereignissen wie bei Cleland

und anderen, mit einem mereologis
hen Prinzip, wel
hes die Bildung von

Gesamtereignissen aus Teilereignissen erlaubt, wie es weiter unten dem Sinn

na
h ges
hieht, mit Hilfe eines Pr

�

adikates der Ver

�

anderung wie beispielsweise

von Sinowjew und Wessel vorges
hlagen (vgl. [101℄, S. 499 �.).

Die Ablehnung von Zust

�

anden als Ereignisse s
heint mir zumeist psy
ho-

logis
h begr

�

undet: Mit einem Metallst

�

u
k, das

�

uber einen Zeitraum hinweg
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eine glei
hbleibende Temperatur hat,

"

passiert ja ni
hts\. Dabei wird

�

uber-

sehen, da� das Beibehalten einer Eigens
haft in doppelter Hinsi
ht nur ein

Grenzfall ist. Es ist einerseits nur die Ver

�

anderung (einer quanti�zierbaren

Eigens
haft) um den Betrag 0, es ist andererseits genauso kontinuierli
h, wie

jede kontinuierli
he Steigerung. Warum ist die glei
hm

�

a�ige Erw

�

armung in

einer bestimmten Zeit die Ver

�

anderung der Temperatur und ni
ht der (kon-

stante) Zustand der Erh

�

ohung der Temperatur? Nur, weil wir es so sehen

wollen.

Die Diskussion der De�nition 5 w

�

are unvollst

�

andig ohne Ber

�

u
ksi
hti-

gung der Bedingung, da� alle Termini empiris
he sein sollen. Dabei entste-

hen spezi�s
he S
hwierigkeiten mit Zahlen und Eigens
haften.

Zahlen und Eigens
haften

In der De�nition eines Ereignisterminus wurde gefordert, da� alle im ereig-

niskonstituierenden Satz vorkommenden Termini empiris
he Termini sind.

In der darau�olgenden Erl

�

auterung wurde insbesondere auf die Subjekt-

termini verwiesen, die Grundidee ist: alles, was Elemente der empiris
hen

Ontologie einer Theorie bezei
hnet, ist empiris
her Terminus. Die Ents
hei-

dung dar

�

uber, wel
he Subjekttermini empiris
he sind, ist also der konkreten

Theorie (und deren Terminologie)

�

uberlassen.

"

Sherlo
k Holmes\ ist zwar ein

leerer, aber in bestimmtem Zusammenhang empiris
her Terminus (s
hlie�-

li
h soll er einen Mens
hen bezei
hnen). Damit ist immer no
h die Frage

o�en, wie die Pr

�

adikattermini und Zahlw

�

orter behandelt werden sollen.

Die Antwort auf die Frage, wann Pr

�

adikattermini empiris
h sind, h

�

angt

si
herli
h au
h davon ab, was unter

"

Eigens
haft\ und

"

Relation\ verstanden

wird. Intuitiv sind zumindest die Pr

�

adikattermini, die me�bare und allge-

mein mit praktis
hen Methoden veri�zierbare Eigens
haften bezei
hnen, so-

wie die dur
h diese de�nierbaren Pr

�

adikattermini empiris
h. Allerh

�

o
hstens

sind alle die Pr

�

adikattermini empiris
h, die

�

uber den Elementen der em-

piris
hen Ontologie de�niert sind. Da dazwis
hen einige Di�erenzierungen

m

�

ogli
h sind, die aber im gegebenen Zusammenhang keine Rolle spielen,

soll eine re
ht unrestriktive Au�assung zum Tragen kommen: Wenn alle in

einem Satz vorkommenden Subjekttermini empiris
h sind, sind die Pr

�

adi-

kattermini ebenfalls empiris
h. Das kann keine De�nition sein und i
h kann

au
h keine geben. Das Pr

�

adikat

"

liegt zwis
hen\ wird ja auf empiris
he Ge-

genst

�

ande wie St

�

adte, Mens
hen und B

�

u
her angewendet, aber au
h auf

modallogis
he Systeme, Primzahlen und Stilarten von S
hriftstellern. Sol
he

Unters
hiede und Zusammenh

�

ange werden hier als bekannt vorausgesetzt,

normalerweise produzieren sie au
h keine S
hwierigkeiten. Ein Vors
hlag,
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wie dieses Problem in der Logik behandelt werden kann, wird im Abs
hnitt

�

uber Valenzen vorgestellt. Eine saubere L

�

osung besteht meines Era
htens

darin, die vers
hiedenen Pr

�

adikate

"

liegt zwis
hen\ au
h als unters
hiedli-


he zu behandeln, die auf eine bestimmte Weise miteinander verwandt sind

(vgl. f

�

ur eine Darstellung der Regeln ebenfalls den Exkurs

�

uber Valenzen im

Abs
hnitt 2.3).

Zahlw

�

orter kommen auf unters
hiedli
he Weise in S

�

atzen vor, als Sub-

jekttermini (wie 9 und 3 im Satz

"

Die Quadratwurzel aus 9 ist 3\) und

als Teile von Termini in Form von Gr

�

o�enangaben (wie 3 und 9 im Satz

"

Adam heiratet seine dritte Frau und hat neun Autos\). F

�

ur den ersten

Fall s
hlage i
h eine konzeptualistis
he Interpretation vor, derzufolge Zah-

len Ergebnisse mens
hli
her (mathematis
her) Konstruktionen sind, sol
he

Zahlw

�

orter sind keine empiris
hen Termini. Damit konstituieren S

�

atze

�

uber

Zahlen (beispielsweise

"

9 ist gr

�

o�er als 3\) keine Ereignisse. Um sol
he S

�

atze

zu beweisen, werden in der Zahlentheorie Quantoren zweiter und dritter Stu-

fe verwendet. Zahlworte, die Teile von Ma�- oder Gr

�

o�enangaben sind, sind

dagegen eher als spezielle Quantoren zu interpretieren und ver

�

andern den

empiris
hen Charakter der Bezugstermini ni
ht. S

�

atze, die sol
he Zahlw

�

orter

enthalten, k

�

onnen also ni
ht deswegen von der Ereigniskonstitution ausge-

s
hlossen werden (beispielsweise

"

Neun Ho
hzeiten sind mehr als drei\).

Diese Unters
heidung wird ni
ht immer frei von der Notwendigkeit sein, ei-

ne interpretatoris
he Ents
heidung zu tre�en. Au
h daf

�

ur ein Beispiel, ein

oft zitierter Satz aus den Diskussionen zur modalen Quantorenlogik:

"

Die Anzahl der Planeten in unserem Sonnensystem ist 9\. Wie

�

ubli
h mit Identit

�

at expliziert, mu� er von der Ereigniskonsti-

tution ausges
hlossen werden | es ist ein Satz

�

uber Zahlen. In

der (kommunikativ glei
hwertigen) Form mit dem Pr

�

adikat

"

be-

stehen aus\ und den entspre
henden Subjekttermini expliziert,

kann er ein Ereignis konstituieren | es ist ein Satz

�

uber neun

Planeten.

Ersetzbarkeit

Ereignistoken werden dur
h eine Bes
hreibung gegeben, den Satz, aus dem

der singul

�

are Ereignisterminus gebildet wird. Da dasselbe Ereignis jedo
h

unter unters
hiedli
hen Bes
hreibungen gegeben werden kann, soll garantiert

werden, da� blo�e terminologis
he Unters
heidungen ni
ht zu vers
hiedenen

Ereignissen f

�

uhren. Dazu wird festgelegt:
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Postulat 2

Seien u und u

1

beliebige Termini, f

�

ur die gilt t

�

u

*

)

t

�

u

1

, und A[u=u

1

℄ sei

die Aussage A, in wel
her 0 oder mehr Vorkommen von u dur
h u

1

ersetzt

wurden. Dann gilt:

Wenn sA und sA[u=u

1

℄ Ereignistermini sind, so t

�

sA

*

)

t

�

sA[u=u

1

℄.

Das Postulat besagt, da� Ersetzungen bedeutungsglei
her Termini in

Ereignistermini wieder zu bedeutungsglei
hen Ereignistermini f

�

uhren. Der

Hintergrund f

�

ur diese Forderung ist das Verst

�

andnis von Ereignissen als

rei
hen Einzeldingen, mitsamt allen Umst

�

anden. Dann kann eine reine Um-

benennung der handelnden Personen bespielsweise ni
ht dazu f

�

uhren, da�

damit eine andere Handlung konstruiert wird.

Eine weitere starke Bedingung kann formuliert werden, wenn logis
he

Umformungen betra
htet werden. Es ist w

�

uns
henswert, da� logis
h

�

aqui-

valente S

�

atze ni
ht unters
hiedli
he Ereignisse konstituieren, also wird fest-

gelegt:

Postulat 3

Es sei A ` B und B ` A. Dann gilt:

Wenn sA und sB Ereignistermini sind, so ist t

�

sA

*

)

t

�

sB.

Implizit wurde dieses Postulat bereits verwendet, als bei der Diskussion

m

�

ogli
her weiterer Eins
hr

�

ankungen der De�nition eines singul

�

aren Ereig-

nisterminus f

�

ur das Zulassen negativer Ereignisse pl

�

adiert wurde.

O�ensi
htli
h l

�

a�t si
h das ` in der Bedingung weder dur
h einen Kondi-

tionaloperator �! no
h dur
h modalisierte Implikationen oder einen Kon-

ditionaloperator mit einer Eins
hr

�

ankung auf (glei
he) Raum{Zeit{Gebiete

ersetzen:

Wenn jetzt hier das Wasser steigt, so f

�

allt es hier in 6 Stunden

und umkehrt. Dies mag gelten (beispielsweise an einem Ort an

der Atlantikk

�

uste), deshalb sind Ebbe und Flut do
h vers
hie-

den. Magnetfeldaufbau und Stromdur
h
u� bez

�

ugli
h derselben

Spule sind vers
hieden, ihre konstituierenden S

�

atze aber sind mit

(physis
h) notwendigen raum{zeitli
h identis
hen Konditionalen

verbunden.

Ein Exkurs: Ersetzbarkeit und Terminitheorie

Ersetzbarkeitskeitsregeln wie die in der Festlegung 2 oben sind nur auf den

ersten Bli
k v

�

ollig unproblematis
h. Tats

�

a
hli
h m

�

ussen die Termini u be-
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ziehungsweise u

1

au
h als Termini in den entspre
henden Aussagen vorkom-

men | was dur
haus ni
ht immer mit ihrem rein graphis
hen Vorkommen

zusammenf

�

allt. Auf diese Weise l

�

a�t si
h eines der bekanntesten Beispie-

le behandeln, n

�

amli
h das der Heirat von

�

Odipus und Jokaste. Das R

�

atsel

kommt etwa so zustande:

�

Odipus heiratet Jokaste und Jokaste ist seine Mutter. Da

"

Jo-

kaste\ und

"

�

Odipus' Mutter\ den glei
hen Gegenstand bezei
h-

nen, Jokaste s
hlie�li
h

�

Odipus' Mutter ist, heiratet

�

Odipus seine

Mutter.

�

Odipus ist aber gl

�

u
kli
h

�

uber seine Heirat mit Jokaste,

w

�

ahrend er

�

uber seine Heirat mit seiner Mutter zutiefst ungl

�

u
k-

li
h, sogar entsetzt ist.

Problematis
h wird das Beispiel unter Ber

�

u
ksi
htigung einiger s
heinbar

nat

�

urli
her Bedingungen:

(i)

"

�

Odipus heiratet Jokaste\ und

"

�

Odipus heiratet seine Mutter\ konsti-

tuieren unter der Voraussetzung, da� Jokaste die Mutter des

�

Odipus

ist, dasselbe Ereignis. Allgemein: die Ersetzung von bedeutungsglei-


hen Termini in ereigniskonstituierenden S

�

atzen f

�

uhrt zu bedeutungs-

glei
hen Ereignistermini.

(ii) Bedeutungsglei
he Ereignistermini wie

"

das Ereignis, da�

�

Odipus Jo-

kaste heiratet\ und

"

das Ereignis, da�

�

Odipus seine Mutter heiratet\

bezei
hnen | soweit sie denn existieren | identis
he Ereignisse.

(iii) Wenn das Ereignis, da�

�

Odipus Jokaste heiratet,

�

Odipus gl

�

u
kli
h wer-

den l

�

a�t, ma
ht au
h das identis
he Ereignis, da�

�

Odipus seine Mutter

heiratet,

�

Odipus gl

�

u
kli
h; und wenn das Ereignis, da�

�

Odipus sei-

ne Mutter heiratet,

�

Odipus ungl

�

u
kli
h ma
ht, dann ma
ht au
h das

identis
he Ereignis, da�

�

Odipus Jokaste heiratet,

�

Odipus ungl

�

u
kli
h.

Anders ausgedr

�

u
kt, es gilt die Ersetzbarkeit von bedeutungsglei
hen

Ereignistermini (beziehungsweise entspre
hend f

�

ur identis
he Ereignis-

se) in Kontexten mit

"

. . . ist gl

�

u
kli
h

�

uber . . .\ und

"

. . . ist ungl

�

u
kli
h

�

uber . . .\ oder deren kausaler Entspre
hungen.

(iv)

�

Odipus kann ni
ht

�

uber seine Heirat mit Jokaste beziehungsweise mit

seiner Mutter sowohl gl

�

u
kli
h als au
h ungl

�

u
kli
h sein. Anders aus-

gedr

�

u
kt: Aus

"

v ist gl

�

u
kli
h

�

uber �\ und

"

v ist ungl

�

u
kli
h

�

uber �\

folgt, da� � und � vers
hieden sind.

Damit kommt man von der Voraussetzung, da� die Ereignisse identis
h sind,

zur Folgerung, da� sie vers
hieden sein m

�

ussen. Das Argument im Ganzen

kann man an fast jeder der angegebenen Stellen blo
kieren.
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�

Ubli
herweise wird versu
ht, feink

�

ornige anstelle von grobk

�

ornigen Ereig-

nissen zu verwenden und damit die Voraussetzung (i) zu verstellen. Warum

genau die Ersetzbarkeitsregel aus Postulat 2 ni
ht gelten soll, wird unter-

s
hiedli
h begr

�

undet. Beispielsweise ist eben das Zustandekommen sol
her

Beispiele wie das von Jokaste und

�

Odipus ein Grund, oder ihre Ung

�

ultig-

keit folgt aus der Ereigniskonzeption selbst (falls Raum{Zeit{Glei
hheit in

allen m

�

ogli
hen Welten das einzige Identit

�

atskriterium f

�

ur Ereignisse ist,

so kann man auf Welten verweisen, in denen Jokaste ni
ht

�

Odipus' Mutter

ist). Da die Ersetzbarkeitsregel aber gelten soll, steht dieser Weg hier ni
ht

o�en. Wenn Ereignisse Gegenst

�

ande sind, die (als Token) in ihrer vollen

Konkretheit aufgefa�t werden, dann bleibt ni
hts

�

ubrig als anzuerkennen,

da�

�

Odipus Heirat eine mit Jokaste war und damit und deswegen au
h eine

mit seiner Mutter.

Au
h die Voraussetzung (iii) bezieht si
h auf Ersetzbarkeitsregeln. Je

na
hdem, wie diese expliziert werden, kann es si
h um eine der folgenden

handeln:

[P (�); t

�

�

*

)

t

�

� = P (�)℄;

[v ist gl

�

u
kli
h

�

uber �; t

�

�

*

)

t

�

� = v ist gl

�

u
kli
h

�

uber �℄;

[U(�; 
); t

�

�

*

)

t

�

� = U(�; 
)℄:

Das Verwerfen der ersten k

�

onnte errei
ht werden, w

�

urde die

�

ubli
he Ersetz-

barkeit f

�

ur Ereignistermini au�er Kraft gesetzt werden; es ist ni
ht einzuse-

hen, warum gerade das getan werden sollte. Das Verwerfen der zweiten Regel

w

�

are auf der Basis einer anzunehmenden

"

Intensionalit

�

at\ von ist gl

�

u
kli
h

�

uber und ist ungl

�

u
kli
h

�

uber zu errei
hen. Allerdings hat Wessel in einigen

Arbeiten gezeigt (vgl. beispielsweise [123℄), da� die Intensionalit

�

atsproble-

me dadur
h entstehen, da� die Voraussetzungen f

�

ur eine korrekte Ersetzung

ni
ht gegeben sind: Die gegenseitig zu ersetzenden Termini sind ni
ht bedeu-

tungsglei
h oder kommen ni
ht als Termini vor. Sofern die Ereignistermini

tats

�

a
hli
h bedeutungsglei
h sind, soll also die Ersetzbarkeit zugelassen wer-

den | s
hon, um ni
ht f

�

ur jedes Beispiel eine neue Gruppe von intensionalen

Pr

�

adikaten zu produzieren. Die dritte Regel setzt eine kausale Interpretation

des Beispiels na
h dem Muster

"

das Ereignis . . . ist Ursa
he f

�

ur das Ereignis,

da�

�

Odipus gl

�

u
kli
h (ungl

�

u
kli
h) ist\ voraus. Ein Verwerfen dieser Regel

kommt hier ni
ht in Frage, da kausale Pr

�

adikate, Kausalrelationen, ganz

normale

"

extensionale\ Pr

�

adikate sind. Die Regel garantiert uns die H

�

alf-

te von Davidsons Individuationskriterium: Wenn Ereignisse unters
hiedli
he
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Rollen in einem Kausalsystem haben, dann sind sie vers
hieden (was ni
ht

hei�t, da� sie glei
h sind, wenn sie glei
he Rollen spielen).

I
h s
hlage vor, das Argument an der letzten der angegebenen Stellen zu

blo
kieren. Es gibt mindestens drei gute Gr

�

unde daf

�

ur,

�

Odipus' Gl

�

u
kli
h-

und Ungl

�

u
kli
hsein zuzulassen: Zun

�

a
hst kann man si
h auf den Stand-

punkt stellen, da�

�

Odipus zu vers
hiedenen Zeiten gl

�

u
kli
h beziehungsweise

ungl

�

u
kli
h ist. Als er gl

�

u
kli
h

�

uber seine Heirat mit Jokaste war, war er

ja no
h ni
ht ungl

�

u
kli
h

�

uber seine Heirat mit seiner Mutter (und damit

�

uber die mit Jokaste), als er sp

�

ater ungl

�

u
kli
h

�

uber die Heirat mit seiner

Mutter war, war er ni
ht mehr gl

�

u
kli
h

�

uber die Heirat mit Jokaste. Sonst

w

�

urde kein R

�

atsel zustande kommen. I
h bin

�

uberzeugt, da� genau so der

Spra
hgebrau
h ist. H

�

atte man

�

Odipus gefragt, ob er gl

�

u
kli
h

�

uber die Hei-

rat mit Jokaste ist, h

�

atte er wohl eine Zeitlang einfa
h mit

"

Ja\ geantwortet,

dann aber mit

"

Na
hdem i
h wei�, da� sie meine Mutter ist, ni
ht mehr\.

Wenn man den zeitli
hen Aspekt unzul

�

assig verna
hl

�

assigen will, bleibt als

n

�

a
hstes zu konstatieren, da� man sehr wohl vers
hiedene Einstellungen zum

glei
hen Ereignis haben kann, solange man ni
ht wei�, da� es si
h um das-

selbe Ereignis handelt. Im Beispielfall der Heirat f

�

uhrt dieser Weg ni
ht sehr

weit, er ist aber f

�

ur andere glei
hartige F

�

alle n

�

utzli
h: Jemand kann si
h

auf den Besu
h von Dr. Jekyll freuen und den von Mr. Hyde f

�

ur
hten, so-

lange er ni
ht wei�, da� der Besu
h eines und desselben Mens
hen sowohl

das eine als au
h das andere Ereignis ist. Und s
hlie�li
h spri
ht ni
hts ge-

gen die M

�

ogli
hkeit, da�

�

Odipus

�

uber seine Heirat sowohl gl

�

u
kli
h als au
h

ungl

�

u
kli
h ist. Ein logis
her Widerspru
h entsteht erst dann, wenn

�

uber et-

was gl

�

u
kli
h sein bedeutet, ni
ht (im Sinne der klassis
hen Negation)

�

uber

dasselbe ungl

�

u
kli
h zu sein (und umgekehrt). Da Mens
hen in der Wirkli
h-

keit h

�

au�g re
ht ambivalente Gef

�

uhle haben, w

�

are erst no
h zu zeigen, ob

eventuell eine De�nition wie die folgende (mit : als Zei
hen f

�

ur Abspre
hen

im Sinne der ni
httraditionellen Pr

�

adikationstheorie)

�

uberhaupt gilt:

ungl

�

u
kli
h(v; �) =

df

: gl

�

u
kli
h(v; �):

Falls das ni
ht so ist, k

�

onnte

�

Odipus sagen:

"

Einerseits bin i
h gl

�

u
kli
h,

so eine tolle Frau zu haben, andererseits ungl

�

u
kli
h dar

�

uber, da� es ausge-

re
hnet meine Mutter ist.\

Zur

�

u
k zu den beiden genannten Postulaten. Das Individuationsproblem

f

�

ur Ereignisse ist mit den beiden Festlegungen ni
ht gel

�

ost, denn es gilt

selbstverst

�

andli
h ni
ht: Wenn zwei Ereignisse identis
h sind, so sind die

konstituierenden S

�

atze logis
h

�

aquivalent oder dur
h Ersetzungen bedeu-

tungsglei
her Termini auseinander zu erhalten. Bevor die Individuation von



1.3. EREIGNISTERMINI II: GENERELLE EREIGNISTERMINI 43

Ereignissen diskutiert wird, sollen aber zun

�

a
hst die Me
hanismen der Typ{

Bildung vorgestellt werden.

1.3 Ereignistermini II: Generelle Ereignistermini

Bis hierher waren singul

�

are Ereignistermini der Gegenstand des Kapitels.

Die Bildung dieser Termini ist, wie ni
ht anders zu erwarten, ein allein in

der Spra
he ablaufender Proze�, prinzipiell ist es daf

�

ur ni
ht n

�

otig zu wissen,

ob es Ereignisse gibt. Ganz genauso ist der Proze� der Bildung von generel-

len Ereignistermini (die S
hemabildung) ein allein spra
hli
her Proze�, der

dem Nutzer dieser Terminologie einen (Grund-) Bestand an sol
hen Termini

in die Hand gibt. Die im Hintergrund be�ndli
he Idee ist es | wie na
h

den Erl

�

auterungen des ersten Abs
hnittes dieses Kapitels lei
ht zu erraten

ist |, eine Art Universalien zu konstruieren, f

�

ur die die bereits vorbereite-

ten Gegenst

�

ande Instanzen sind. In zweierlei Hinsi
ht ist das m

�

ogli
h: Diese

k

�

onnen raum{zeitli
he Instanzen bez

�

ugli
h r

�

aumli
h und oder zeitli
h ni
ht

konkretisierter Typen sein oder gegenst

�

andli
he Instanzen bez

�

ugli
h mate-

riell ni
ht konkretisierter Typen sein. Das soll auf der Ebene der Termini

expliziert werden.

1.3.1 Die S
hemabildung als terminibildende

Operation

Die folgende De�nition soll die Intuition erfassen, da� Ereignisse bis auf ihre

Lokalisierung in Raum und Zeit

�

ubereinstimmen k

�

onnen: die glei
hen Sa
hen

passieren den glei
hen Gegenst

�

anden, jedo
h zu anderer Zeit und/oder an

anderem Platz.

De�nition 9

Der Ereignisterminus sB ist S
hema des Ereignisterminus sA bez

�

ugli
h der

Raum{Zeit{Regionen dann und nur dann, wenn sB aus sA dur
h Strei
hen

von mehr als 0 Vorkommen von Koordinatenkonstanten oder Koordinaten-

variablen (mit den entspre
henden Quantoren) erhalten werden kann.

Es seien:

t; t

1

; : : : Koordinatenkonstanten

l; l

1

; : : : Koordinatenvariablen

8; 9 Quantoren (immer und man
hmal,

�

uberall und irgendwo).

Beispiele f

�

ur die S
hemabildung bez

�

ugli
h der Raum{Zeit{Gebiete lassen

si
h lei
ht �nden:
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(i) sA ist S
hema f

�

ur sA(t).

sA ist S
hema f

�

ur s8lA(l).

sA ist S
hema f

�

ur s9lA(l):

(ii)

"

Das Ereignis, da� Adam und Mary am n

�

a
hsten Diens-

tag heiraten\ ist S
hema f

�

ur

"

das Ereignis, da� Adam und

Mary am n

�

a
hsten Dienstag in Berlin heiraten\.

"

Das Ereignis, da� Adam und Mary heiraten\ ist S
hema

f

�

ur

"

das Ereignis, da� Adam und Mary am n

�

a
hsten Diens-

tag heiraten\ und

"

das Ereignis, da� Adam und Mary in

Berlin heiraten\ und

"

das Ereignis, da� Adam und Mary

am n

�

a
hsten Dienstag in Berlin heiraten\.

(iii)

"

Das Ereignis, da� Adam und Mary heiraten\ ist S
hema

f

�

ur

"

das Ereignis, da� Adam und Mary irgendwo man
hmal

heiraten\.

Die ganze Prozedur lie�e si
h au
h anders bes
hreiben: L

�

a�t man zur

Ereignisterminusbildung au
h lokale (und ni
ht nur universale) S

�

atze zu, so

entstehen generelle Ereignistermini. Dur
h das Verfahren des Strei
hens in

singul

�

aren Ereignistermini gelingt es, eine Relation

"

S
hema f

�

ur\ zu de�nie-

ren, die die generellen Termini an die entspre
henden singul

�

aren anbindet.

Die zweite Bedingung f

�

ur die verwendeten S

�

atzen kann ebenfalls fallenge-

lassen werden (L

�

a�t man zur Ereignisterminusbildung au
h generelle (und

ni
ht nur singul

�

are) S

�

atze zu, so entstehen generelle Ereignistermini). Damit

soll die Intuition modelliert werden, na
h wel
her das glei
he zur glei
hen

Zeit am glei
hen Ort au
h anderen Leuten (und anderen Gegenst

�

anden)

passieren kann:

De�nition 10

Der Ereignisterminus sB ist S
hema des Ereignisterminus sA bez

�

ugli
h der

Gegenst

�

ande dann und nur dann, wenn sB aus sA dur
h Strei
hen von

mehr als 0 Terminiquantoren oder dur
h Ersetzen von mehr als 0 singul

�

aren

oder freien generellen Subjekttermini (u

a1

; u

a2

; : : :) dur
h Subjekttermini

(u

b1

; u

b2

; : : :) erhalten werden kann, wobei f

�

ur die entspre
henden Subjekt-

termini gilt: t

�

u

a1

* t

�

u

b1

, t

�

u

a2

* t

�

u

b2

und so fort.

Au
h hier lassen si
h Beispiele �nden, die zeigen, da� die de�nierte Re-

lation der Intuition entspri
ht:

(i) sA(w) ist S
hema f

�

ur s�wA(w).

sA(w) ist S
hema f

�

ur s�wA(w).
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(ii) sA(w) ist S
hema f

�

ur sA(v), wobei t

�

v * t

�

w.

sA(w) ist S
hema f

�

ur sA(w

1

), wobei t

�

w

1

* t

�

w.

(iii)

"

Das Ereignis, da� ein Mann und Mary heiraten\ ist S
he-

ma f

�

ur

"

das Ereignis, da� Adam und Mary heiraten\ (denn

dieser ist ein Mann) und

"

das Ereignis, da� es einen Mann

gibt, so da� dieser und Mary heiraten\ und

"

das Ereignis,

da� ein junger Mann und Mary heiraten\ (denn ein junger

Mann ist ein Mann).

(iv)

"

Das Ereignis, da� ein Mann und eine Frau heiraten\ ist

S
hema f

�

ur

"

das Ereignis, da� ein Mann und Mary heira-

ten\ und

"

das Ereignis, da� Adam und eine Frau heiraten\

und

"

das Ereignis, da� Adam und Mary heiraten\.

Wie man lei
ht sieht, ist es in beiden F

�

allen m

�

ogli
h, S
hemata f

�

ur S
he-

mata zu bilden. Jedes S
hema eines S
hemas ist nat

�

urli
h S
hema des Aus-

gangsterminus, der singul

�

ar ist. Es ist au
h zugelassen, S
hemata bez

�

ugli
h

der Raum{Zeit{Region f

�

ur S
hemata bez

�

ugli
h der Gegenst

�

ande zu bilden,

und umgekehrt. Glei
he Sa
hen k

�

onnen anderen Leuten woanders passieren,

wie jeder wei�. Der terminologis
hen Einfa
hheit halber wird daher de�niert:

De�nition 11

Der Ereignisterminus sB ist S
hema f

�

ur sA dann und nur dann, wenn es

eine Reihe von Ereignistermini sA

1

; : : : ; sA

n

derart gibt, da� sA

1

S
hema

bez

�

ugli
h der Raum{Zeit{Gebiete oder bez

�

ugli
h der Gegenst

�

ande f

�

ur sA und

sB S
hema bez

�

ugli
h der Raum{Zeit{Gebiete oder der Gegenst

�

ande f

�

ur sA

n

ist, und f

�

ur alle bena
hbarte i und j derart, da� i < j, gilt: sA

j

ist S
hema

bez

�

ugli
h der Raum{Zeit{Gebiete oder bez

�

ugli
h der Gegenst

�

ande f

�

ur sA

i

.

Mit Bezug auf die Eins
hr

�

ankung bei der Ereignisterminibildung f

�

ur sin-

gul

�

are Ereignistermini hei�t das, da� lokale und generelle S

�

atze generelle Er-

eignistermini konstituieren. Die S
hemata, die Typen, die sie hervorbringen,

haben ihre Instanzen in den vollst

�

andigen Universalisierungen und Singulari-

sierungen. Man kann den ganzen Proze� also, ausgehend von Pr

�

adikaten der

nat

�

urli
hen Spra
he oder von Pr

�

adikattermini einer formalen Spra
he, au
h

umgekehrt aufziehen. Parsons tut das beispielsweise (verfolgt aber andere

Ziele). Er bes
hreibt seinen Zugang zu

"

atomaren S

�

atzen als singul

�

aren Ter-

mini\ mit den S
hritten: Atomare S

�

atze (mit Variablen) werden mit Zeitfor-

men versehen, Namen werden hinzugef

�

ugt und gegebenenfalls quanti�ziert,

das Ganze wird in eine `da�'{Konstruktion eingebettet ([75℄, S. 104, 106).

Die Idee ist ganz

�

ahnli
h, der Aufbau von der Seite der Token her hat aber

Vorteile, wie no
h zu zeigen ist.
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Bevor es weitergehen kann, soll hier eine naheliegende Idee verfolgt und

verworfen werden. Dazu dient der folgende Exkurs, dessen negatives Ergeb-

nis lautet: Es ist ni
ht sinnvoll | aber immerhin m

�

ogli
h |, eine S
hema-

bildung bez

�

ugli
h der Eigens
haften und Relationen zuzulassen.

Ein Exkurs | Pr

�

adikate

S
hemata werden bez

�

ugli
h der Raum{Zeit{Gebiete und bez

�

ugli
h der Ge-

genst

�

ande gebildet, auf die si
h die S

�

atze beziehen. Es ist naheliegend zu

pr

�

ufen, ob eine S
hemabildung au
h bez

�

ugli
h der Eigens
haften (und Re-

lationen) m

�

ogli
h und sinnvoll ist. Bei der folgenden Betra
htung wird von

einer sehr einfa
hen Struktur ausgegangen: in der ereigniskonstituierenden

Aussage wird eine Eigens
haft einem Gegenstand zugespro
hen. Diese Ein-

s
hr

�

ankung ist sinnvoll, da f

�

ur das Argument sol
he Aussagen ausrei
hend

sind und au�erdem die Erweiterungen sowohl auf logis
h strukturierte Aus-

sagen als au
h auf Aussagen mit (mehrstelligen) Relationen ganz o�en-

si
htli
h sind. Au
h die notwendigen Erg

�

anzungen f

�

ur eine ni
httraditio-

nelle Pr

�

adikationstheorie, die neben dem Zus
hreiben au
h ein Abspre
hen

als eigenst

�

andigen Pr

�

adikationsoperator ber

�

u
ksi
htigt, sind ni
ht s
hwer zu

�nden.

Um analog der S
hemabildung bez

�

ugli
h der Gegenst

�

ande zu verfahren,

k

�

onnte de�niert werden:

De�nition 12 Versu
h!

Der Ereignisterminus sB ist S
hema bez

�

ugli
h der Eigens
haften f

�

ur den

Ereignisterminus sA genau dann, wenn sB aus sA dur
h die Ersetzung des

Pr

�

adikatterminus f in A an 0 oder mehr Stellen seines Vorkommens dur
h

f

1

erhalten werden kann, und es gilt: t

�

f * t

�

f

1

.

Damit gilt beispielsweise:

"

Das Ereignis, da� diese Rose farbig ist\ ist S
hema f

�

ur

"

das Ereignis, da�

diese Rose rot ist\ und f

�

ur

"

das Ereignis, da� diese Rose gelb ist\.

In der De�nition eben wurde vorausgesetzt, da� der Bedeutungseins
hlu�

f

�

ur Pr

�

adikattermini de�niert ist | was bisher no
h ni
ht ges
hehen ist. Das

ist m

�

ogli
h, indem man etwa die De�nition 2 auf S. 313 in [121℄ benutzt, oder

(wenn man annimmt, da� Subjekttermini Gegenst

�

ande bezei
hnen, w

�

ahrend

Pr

�

adikattermini sie ausw

�

ahlen) postuliert:

De�nition 13

Es seien f und f

1

Pr

�

adikattermini. Dann gilt:

t

�

f * t

�

f

1

=

df

Alle Gegenst

�

ande, die dur
h f ausgew

�

ahlt werden sol-

len, sollen au
h dur
h f

1

ausgew

�

ahlt werden.
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Es ist also prinzipiell m

�

ogli
h, eine S
hemabildung bez

�

ugli
h der Eigen-

s
haften zu de�nieren, wie soeben gezeigt wurde. Es ist aber ni
ht sinnvoll,

und das liegt daran, da� es keine guten singul

�

aren Pr

�

adikattermini gibt.

Das wiederum f

�

uhrt dazu, da� die Token{Typ{Unters
heidung ihren Sinn

verliert, und die ist, zumindest f

�

ur den hier vorgestellten Zugang, unverzi
ht-

bar f

�

ur die Verwendung von Ereignistermini. Betra
hten wir das erw

�

ahnte

Beispiel:

"

Das Ereignis, da� diese Rose rot ist\ wird im Verglei
h zu

"

dem Ereig-

nis, da� diese Rose farbig ist\ als au
h zu

"

dem Ereignis, da� eine Blume rot

ist\ als Instanz empfunden. Der Unters
hied ist der, da� es bez

�

ugli
h der

Gegenst

�

ande letzte Instanz ist:

"

diese Rose\ bezei
hnet ein Objekt, einen

Gegenstand. Weitere Konkretisierungen, wie etwa

"

diese s
h

�

one Rose\ oder

"

diese genau 21 
m hohe Rose\ bezei
hnen ni
ht andere Gegenst

�

ande, son-

dern dieselbe Rose. Das liegt daran, da� de�nite Deskriptionen als singul

�

are

Termini verwendet werden (au
h wenn sie man
hmal ihrer Bezei
hnungsauf-

gabe ni
ht gere
ht werden).

"

Das Ereignis, da� diese Rose rot ist\ und

"

das

Ereignis, da� diese genau 21 
m hohe Rose rot ist\ werden daher intui-

tiv als dasselbe Ereignis begri�en.

"

Das Ereignis, da� diese Rose rot ist\

wird aber intuitiv dur
haus als S
hema f

�

ur

"

das Ereignis, da� diese Rose

hellrot ist\, und dieses wiederum als S
hema f

�

ur

"

das Ereignis, da� diese

Rose vom hellem Kirs
hrot ist\ aufgefa�t. Beispielsweise k

�

onnte si
h die

Farbe der Rose unter dem Ein
u� einer Chemikalie im Wasser st

�

andig von

braun

�

uber dunkelrot, hellrot, hell-kirs
hrot, wei� zu braun (und wieder von

vorn) ver

�

andern. Eine Universalientheorie, die davon ausgeht, da� Univer-

salien existieren und die Gegenst

�

ande | je na
hdem | an ihnen teilhaben,

wird wahrs
heinli
h zu gar keinem Ende, und damit zu keinen Token, kom-

men. Eine Universalientheorie, die davon ausgeht, da� eine Universalie das

ist, worin si
h die betre�enden Gegenst

�

ande

�

ahnli
h sind, kommt zu einem

nat

�

urli
hen Ende (oder besser Anfang, f

�

ur die S
hemabildung n

�

amli
h): Der

Gegenstand hat die Eigens
haft, die genau so ist, wie er sie hat. Eigens
haf-

ten, als sol
he Tropen verstanden, werden mit spra
hli
hen Mitteln 
harak-

terisiert, die ganz

�

ahnli
h den de�niten Deskriptionen sind. Also f

�

ur das

Beispiel:

"

das Ereignis, da� die Rose so rot ist, wie das Rot dieser Rose

ist\ ist ein singul

�

arer Ereignisterminus, jede weitere ni
ht

�

aquivalente Spezi-

�kation von

"

rot\ oder

"

farbig\ ist genereller Ereignisterminus. Eine sol
he

Konzeption s
heint do
h zu weit hergeholt. Der Spra
hintuition und der

Verwendung in der Umgangsspra
he besser entspre
hend ist es, unabh

�

angig

von dem Bedeutungsniveau der Pr

�

adikattermini die Singularit

�

at der Ereig-

nistermini nur an der Lokalisierung in Raum und Zeit und dem konkreten

Bezug auf Gegenst

�

ande festzuma
hen, wie das im Abs
hnitt 1.2 ges
hehen
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ist.

Die

"

Parti
ular\{

"

Universal\{Unters
heidung, die hinter der Diskussion

oben zu �nden ist, ist ni
ht die einzige M

�

ogli
hkeit, vers
hiedene ontologi-

s
he Stufen von Eigens
haften zu produzieren. In einer Arbeit, die au
h im

Abs
hnitt

�

uber Ver

�

anderungen erw

�

ahnt ist, s
hl

�

agt Cleland vor, drei Arten

von Eigens
haften zu unters
heiden (vgl. [12℄, S. 233 �.):

(i) Ein Status ist eine bestimmte Eigens
haft.

(ii) Eine Phase ist eine bestimmbare Eigens
haft.

(iii) Eine konkrete Phase ist eine Instanz einer Phase.

Als Beispiel w

�

ahlt Cleland Temperatur : Eine Temperatur von genau 20

Æ

C

zu haben, ist eine bestimmte (dur
h den Zahlenwert n

�

amli
h) Eigens
haft,

�

uberhaupt Temperatur zu haben, ist eine (dur
h Zahlenwerte) bestimmba-

re Eigens
haft, und die einzigartige Eigens
haft eines ganz konkreten Sees,

Temperatur zu haben, ist eine konkrete Phase. Jede bestimmte Eigens
haft

f

�

allt unter eine bestimmbare Eigens
haft, wenn etwas eine bestimmbare Ei-

gens
haft hat, so folgt daraus jedo
h ni
ht der Besitz einer bestimmten Ei-

gens
haft, sondern nur irgendeiner. Allerdings bemerkt sie selbst, da� die

Unters
heidung in Status und Phase keine Klassi�kation ist:

"

Rot\ ist Sta-

tus f

�

ur

"

farbig\ und Phase f

�

ur

"

kirs
hrot\. Zudem hat sie keinerlei Vor-

s
hl

�

age, wie beispielsweise

"

eine Temperatur zwis
hen 20

Æ

C und 25

Æ

C ha-

ben\ einzuordnen w

�

are. Der Kritik, da� eine bestimmte Eigens
haft stets

oder oft weiterbestimmt werden kann, begegnet sie dur
h den Hinweis auf

eine m

�

ogli
he Relativierung der ganzen Terminologie auf eine Theorie oder

Spra
he. Konkrete Phasen sind keine Tropen, sie haben keinen bestimmten

Wert. Konkrete Phasen sollen partikularisierte Eigens
haften sein, also eine

Instanz von undi�erenzierter Temperatur beispielsweise und ni
ht etwa ein

partikul

�

arer Wert von Temperatur. Die Existenz von sol
hen Entit

�

aten po-

stuliert Cleland ganz einfa
h als Grundelemente ihrer Ontologie mit der Be-

merkung, da� s
hlie�li
h ni
hts dagegen spre
hen w

�

urde. Im Beispiel bleibt

die konkrete Phase immer dieselbe, au
h wenn si
h der korrespondierende

Status von 20

Æ

C auf 25

Æ

C erh

�

oht.

O�enbar besteht zwis
hen den Status und den Phasen eine Relation

des Bedeutungseins
hlu�, zwis
hen den konkreten Phasen und den Phasen

ni
ht. Dabei wurde von einem (mindestens) zweistelligen Pr

�

adikat

"

x hat

eine Temperatur von y\ ausgegangen, wel
hes na
h ni
ht in jedem Falle

einsi
htigen Regeln zu drei einstelligen ver

�

andert wurde:

"

x hat eine Tem-

peratur\,

"

x hat eine Temperatur von 20

Æ

C\ und

"

die Temperatur des Sees

von y\. Es ist ni
ht na
hzuvollziehen, wieso die konkrete Phase im Beispiel
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no
h Eigens
haft des Sees, im allgemeinen: wieso konkrete Phasen no
h Ei-

gens
haften derselben Gegenst

�

ande sein sollen, wie die zugeh

�

origen Phasen.

Was Cleland tats

�

a
hli
h will, n

�

amli
h das Zuspre
hen einer Eigens
haft bei-

behalten, w

�

ahrend ihr numeris
her (oder irgendwie anders gearteter) Wert

ge

�

andert wird, l

�

a�t si
h viel lei
hter errei
hen. Dazu mehr im Abs
hnitt zu

den Ver

�

anderungen.

Der Grund daf

�

ur, da� keine S
hemabildung bez

�

ugli
h der Eigens
haf-

ten verwendet wird, ist also kein logis
her (denn die meisten Eigens
haf-

ten, die

"

S
hema f

�

ur\ hat, h

�

atte es au
h unter Eins
hlu� der S
hemabil-

dung bez

�

ugli
h der Eigens
haften), sondern eher eine Kombination intuitiv{

pragmatis
her Gr

�

unde. Die mit dem s-Operator gebildeten urspr

�

ungli
hen

Ereignistermini sollen singul

�

ar sein, die Resultate der S
hemabildung stets

generell (dazu wird im n

�

a
hsten Abs
hnitt ausf

�

uhrli
her Stellung genom-

men). Das l

�

a�t si
h mit der S
hemabildung bez

�

ugli
h der Eigens
haften

ni
ht intuitiv sauber errei
hen. Allerdings bleibt ein Problem, das an ge-

gebener Stelle behandelt werden mu�: Das Rotsein einer bestimmten Rose

ist das glei
he Ereignis wie ihr Hellrotsein; jedo
h ist Hellrotsein eines Ge-

genstandes ni
ht das glei
he, wie Rotsein eines Gegenstandes. Davidson war

wohl der erste, der versu
ht hat, dieses Problem systematis
h zu behandeln.

1.3.2 Die Eigens
haften der S
hemarelation

Ganz o�ensi
htli
h gilt f

�

ur beliebige Ereignistermini �, � und 
:

Satz 2

1. � ist ni
ht S
hema f

�

ur �.

2. Wenn � S
hema f

�

ur �, und � S
hema f

�

ur 
 ist, so ist � au
h ein

S
hema f

�

ur 
.

3. Wenn � S
hema f

�

ur � ist, kommen in � und in � genau die glei
hen

Pr

�

adikattermini und aussagenlogis
hen Operatoren vor.

Au�erdem sollen folgende beiden Postulate angenommen werden:

Postulat 4

1. Wenn � S
hema f

�

ur � ist, so gilt t

�

� * t

�

�.

2. Wenn � und � identis
he Ereignisse (in einem no
h zu kl

�

arenden

Sinn) bezei
hnen, gilt f

�

ur alle 
: Wenn 
 S
hema f

�

ur � ist, so au
h

f

�

ur �; und wenn � S
hema f

�

ur 
 ist, so au
h �.
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Mit dem ersten Postulat wird die Relation des Bedeutungseins
hlusses

auf die bisher gebildeten Ereignistermini erweitert. Das ist m

�

ogli
h, weil

der Bedeutungseins
hlu� re
exiv ist. So gilt f

�

ur alle Termini, au
h f

�

ur be-

liebige Ereignistermini, da� t

�

� * t

�

�. Die anderen Eigens
haften hat die

S
hemabildung mit dem Bedeutungseins
hlu� gemein. Der Grund f

�

ur das

Vorliegen des Bedeutungseins
hlusses ist kein empiris
her, man kann ni
ht

"

Verkehrsunfall\ untersu
hen und feststellen, da� dieser Zusammensto� an

dieser Kreuzung einer ist. Der Grund ist, da� man Termini bestimmter Sor-

te manipulieren kann | na
h festen Regeln | und daraufhin Termini einer

anderen Sorte erh

�

alt. Das Postulat ist also dur
haus als Teil der Termi-

nusbildungsregel zu interpretieren. Ereignistermini sind Subjekttermini wie

andere in der Spra
he vorhandene au
h, so da� nun einerseits mit den Termi-

niquantoren � und �

�

uber generelle Ereignistermini (S
hemata) quanti�ziert

werden kann | es kann

�

uber

"

alle Verkehrsunf

�

alle\ oder

"

man
he Vulkan-

ausbr

�

u
he\ gespro
hen werden |, und andererseits andere in der Spra
he

viellei
ht zugelassene Terminibildungsme
hanismen bei Bedarf auf Ereigni-

stermini zugreifen k

�

onnen: etwa de�nite Deskriptionen wie in

"

das Ereignis,

wel
hes Adam genau an seinem Ho
hzeitstag f

�

unf Minuten vor der Trau-

ung passierte und Mary so peinli
h war\. Grunds

�

atzli
h k

�

onnen jetzt also

aus und mit den vorhandenen Ereignistermini au
h weitere Ereignistermini

gebildet werden, sofern die spra
hli
hen M

�

ogli
hkeiten dazu da sind.

Das zweite Postulat soll garantieren, da� die Relation

"

S
hema f

�

ur\ ni
ht

von der konkreten linguistis
hen Gestalt der Ereignistermini abh

�

angig ist.

"

Identit

�

at von Ereignissen\ ist ein separates Problem, wel
hes ans
hlie�end

an diesen Abs
hnitt diskutiert wird. Eine unmittelbare Folge ist es, da�

na
h dieser Festlegung die Relation

"

S
hema f

�

ur\ die dritte oben angegebene

Eigens
haft ni
ht mehr hat. Wie si
h zeigen wird, kommt mit der Identit

�

at

unter Umst

�

anden au�erspra
hli
hes, empiris
hes Wissen ins Spiel.

Das Ende der S
hemabildung

Die S
hemabildung hat einen Anfang in den singul

�

aren Ereignistermini, die

mit Hilfe des s-Operators gebildet wurden:

Satz 3

Wenn der Terminus � ein singul

�

arer Ereignisterminus ist, so gilt f

�

ur alle

Ereignistermini �:

Wenn � S
hema f

�

ur � ist, so gilt t

�

�

*

)

t

�

�.

Das kann nur dann der Fall sein, wenn es redundante raum{zeitli
he Loka-

lisierungen gegeben hat. Es ist ja dur
haus m

�

ogli
h, eine Lokalisierung wie
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"

diese B

�

a
kerei in Bologna\ und

"

das Haus 17 in der So-und-so-Stra�e\ beide

gemeinsam in einem ereigniskonstituierenden Satz zu verwenden, au
h wenn

die beiden Lokalisierungen auf dasselbe Raum{Gebiet verweisen. Dann gene-

riert das Strei
hen eines der beiden Ausdr

�

u
ke ein S
hema (na
h De�nition),

wel
hes ein singul

�

arer Terminus ist. Die eine Seite des Bedeutungseins
hlus-

ses ergibt si
h dann aus dem oben postulierten Satz, die andere wegen der

Singularit

�

at von �.

Eine analoge Idee l

�

a�t si
h dazu benutzen, um kategoriale Ereignister-

mini zu de�nieren:

De�nition 14

Ein Ereignisterminus � hei�t kategorial dann und nur dann, wenn f

�

ur alle

Ereignistermini � gilt:

Der Ereignisterminus � ist ni
ht S
hema f

�

ur �.

Wie sehen sol
he kategorialen Ereignistermini aus? Laut De�nition d

�

urfen

die S
hemabildungsme
hanismen ni
ht zu neuen generellen Termini f

�

uhren.

Damit ist gemeint: Kategoriale Ereignistermini enthalten keinerlei Koordi-

natenvariablen oder Koordinatenkonstanten, keine singul

�

aren Subjekttermi-

ni und keine Terminiquantoren. Die vorkommenden generellen Subjektter-

mini sind kategorial in dem Sinne, da� sie ni
ht dur
h generellere ersetzt

werden k

�

onnen.

Der letzte Satz des vergangenen Abs
hnitts l

�

a�t si
h unters
hiedli
h ver-

stehen. Eine Interpretation beruht darauf, einen kategorialen Terminus g

(Gegenstand) zu verwenden, f

�

ur den gilt: Ist a ein beliebiger Subjekttermi-

nus, so gilt t

�

a * t

�

g. Im einfa
hsten Falle sind kategoriale Ereignistermini

dann s-Termini, die dur
h einen n-stelligen Pr

�

adikatterminus und n mal

den Subjektterminus

"

Gegenstand\ konstituiert werden |

"

das Ereignis,

da� ein Gegenstand und ein Gegenstand heiraten\,

"

das Ereignis, da� ein

Gegenstand in einem Gegenstand s
hwimmt\, und so weiter.

Eine gef

�

alligere Interpretation erh

�

alt man, wenn man davon ausgeht, da�

Pr

�

adikattermini mit so etwas wie maximalen Berei
hen vorkommen, auf de-

nen sie de�niert sind. Der Terminus

"

heiratet\ ist dann auf

"

Mens
h |

Mens
h\ de�niert,

"

baut\ auf

"

Lebewesen | Gegenstand\, und so weiter.

Nat

�

urli
h wird

"

Gegenstand\ relativ h

�

au�g vorkommen, da es viele Pr

�

adi-

kate mit diesem maximalen Berei
h gibt, aber ni
ht immer. Die generellen

Subjekttermini, die diese Berei
he bezei
hnen, sollen kategorial bez

�

ugli
h des

Pr

�

adikatterminus hei�en, und mit ihrer Hilfe lassen si
h intuitiv annehmba-

rere kategoriale Ereignistermini bilden:

"

Das Ereignis, da� zwei Mens
hen

heiraten\ ist die Kategorie Heirat,

"

das Ereignis, da� ein Einzelding in einer
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Fl

�

ussigkeit s
hwimmt\ ist die Kategorie S
hwimmen. Der Exkurs zu Valen-

zen in dieser Arbeit zeigt, wie kategoriale Termini bez

�

ugli
h von Pr

�

adikat-

termini te
hnis
h zu handhaben sind.

Kategoriale Ereignistermini sind bez

�

ugli
h der S
hemabildung de�niert

worden, sie sind deren Endpunkte, aber ni
ht die allgemeinsten Ereignister-

mini. O�enbar ist der Terminus

"

Ereignis\ der allgemeinste Ereignistermi-

nus, der au
h lei
ht in die Spra
he eingef

�

uhrt werden kann: Jeder Ereignis-

terminus s
hlie�t der Bedeutung na
h den Terminus

"

Ereignis\ ein. Na
h

den oben angenommenen De�nitionen gilt, da� es nur einen allgemeinsten

Ereignisterminus gibt (jeder weitere ist diesem bedeutungsglei
h). Au
h die

kategorialen Termini sind eindeutig bestimmt und einzig, sofern die kate-

gorialen Subjekttermini bez

�

ugli
h der Pr

�

adikattermini eindeutig festgelegt

sind.

1.3.3 Token und Typen | Die Ereignisse selbst

Bisher wurde auss
hlie�li
h

�

uber Ereignistermini gespro
hen. Die wesentli-


hen Probleme sind aber die der Ereignisse, ni
ht der Ereignistermini. Der

�

Ubergang zu diesen wird mit der folgenden De�nition vollzogen:

De�nition 15

Ein Ereignis ist, was dur
h einen Ereignisterminus bezei
hnet wird:

(i) Ein Ereignistoken ist, was dur
h einen singul

�

aren Ereignisterminus

bezei
hnet wird.

(ii) Ein Ereignistyp ist, was dur
h einen generellen Ereignisterminus be-

zei
hnet wird.

Diese De�nition mag unbefriedigend ers
heinen, weil ni
ht explizit, kor-

rekt und eindeutig gesagt wurde | und au
h ni
ht gesagt werden wird |,

wel
he Entit

�

aten denn dur
h Ereignistermini bezei
hnet werden. Aber diese

Situation hat gute Gr

�

unde. Da ist zun

�

a
hst der banale, aber trotzdem ri
hti-

ge Hinweis, da� der Nutzer einer Terminologie selber wissen mu�, worauf er

diese anwendet. Termini, die die Aufgabe haben, Ereignisse zu bezei
hnen,

sind nun da; ob es Ereignisse gibt, die zu bezei
hnen sind, ist keine Frage der

Logik, sondern der Empirie. Zur Erinnerung: Termini haben die Aufgabe,

zu bezei
hnen | ob sie diese erf

�

ullen, sieht man ihnen ni
ht an. Weiterhin

zeigt dieser Zugang o�en das Dilemma, in wel
hem man si
h bei der Be-

handlung von Ereignissen be�ndet: einerseits sind Ereignisse

"

linguistis
h

konstruiert\, spra
habh

�

angig, grunds

�

atzli
h

�

uber Bes
hreibungen gegeben,

andererseits Teil der Erfahrung, kleine Auss
hnitte aus der gro�en Welt.
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Wie anders sollte es au
h sein, wenn Token beispielsweise e
hte, vorkom-

mende Bestandteile der Welt sind, mit ungeheuer vielen wesentli
hen und

unwesentli
hen Eigens
haften und in ebensovielen Relationen zu anderen

Entit

�

aten stehend, r

�

aumli
h oder zeitli
h si
h

�

uberlappend mit anderen, in-

einander

�

ubergehend. Der bereits erw

�

ahnte linguistis
he Konventionalismus

kann ernst genommen werden: Nur mit Hilfe der Spra
he sind Ereignisse

herauszugreifen, und die allgemeinen Eigens
haften der Ereignisse m

�

ussen

in der Spra
he de�niert werden.

Die De�nition 15 ist in einem Punkt erkl

�

arungsbed

�

urftig. Dort wird dar-

�

uber gespro
hen, da� etwas

"

dur
h einen Terminus bezei
hnet wird\ | das

kann im Sinne des Terminiverst

�

andnisses, das dieser Arbeit zugrunde liegt,

ni
ht ohne Erl

�

auterung bleiben. Termini haben die Aufgabe, etwas zu be-

zei
hnen; sie m

�

ussen das aber ni
ht tun. Wie sp

�

ater gezeigt wird, soll die

De�nition 15 so verstanden werden, da� korrekt gebildete Ereignistermini

Ereignisse bezei
hnen sollen, entweder existierende oder ni
htexistierende

(Fiktionen). Diese Grundidee wird ausf

�

uhrli
h entwi
kelt werden und ist

v

�

ollig parallel dem

�

ubli
hen Verst

�

andnis von Subjekttermini. Man kann si
h

weiterhin daran sto�en, da� bei fehlenden Ereignistermini au
h das Ereignis

ni
ht da ist: gibt es keinen Terminus, kann er keine Bezei
hnungsaufgabe

haben (erst re
ht ni
ht: wahrnehmen), also gibt es au
h das Ereignis ni
ht.

Wir benennen aber ganz o�ensi
htli
h in der Spra
hpraxis ni
ht alle Er-

eignisse, no
h ni
ht mal alle, an denen wir teilnehmen. Die De�nition 15

soll au
h ni
ht so verstanden werden, da� etwas erst dann zum Ereignis

wird, wenn jemand es auf eine bestimmte Weise aktuell benennt. Eher ist

gemeint, da� alles Ereignis ist, f

�

ur das es einen passenden Ereignistermi-

nus geben kann. In formalisierten rekursiven Spra
hen beispielsweise sind

stets ni
ht alle Termini aktuell gebildet, es gibt aber Vors
hriften, wie sie

zu bilden sind. Genauso geh

�

ort es zum Spra
hwissen bez

�

ugli
h nat

�

urli
her

Spra
hen, wel
he S

�

atze bestimmter Art bildbar sind (grammatis
h ri
htig

sind) | und einige von ihnen konstituieren Ereignisse. Nat

�

urli
h kann si
h

jeder Spre
her irren oder absi
htli
h fals
h spre
hen, dies ist jedo
h kein f

�

ur

Ereignistermini spezi�s
hes Problem.

In einem Abs
hnitt in der Einleitung, der genau wie der aktuelle hei�t,

wurden intuitive Anforderungen an Token und Typen formuliert:

1. Es gibt Typen vers
hiedener Stufen, Typen von Typen sind zugelassen.

2. Wenn ein Ereignis von einem Typ ist, dann ist jedes identis
he Ereignis

vom selben Typ.

3. Ereignisse eines Typs sind einander

�

ahnli
h.
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4. Ereignisse eines Typs, der selber von einem Typ h

�

oherer Ordnung ist,

sind au
h vom Typ h

�

oherer Ordnung.

5. Typen sind ontologis
h abh

�

angig von entspre
henden Token.

Es ist na
hvollziehbar, da� die wie oben de�nierten Token und Typen diesen

Vorstellungen gen

�

ugen: F

�

ur die Stufung rei
ht die Stufung der entspre
hen-

den Termini aus, da man in beliebiger Reihenfolge s
hemabildende Opera-

tionen na
heinander dur
hf

�

uhren kann. F

�

ur die

�

Ahnli
hkeit (die no
h kor-

rekt de�niert wird) soll zun

�

a
hst auf die M

�

ogli
hkeit hingewiesen werden,

pr

�

adikatglei
he Termini zu verwenden.

�

Ahnli
hkeit kann und wird so als

Artglei
hheit de�niert werden. F

�

ur die bis zum n

�

a
hsten Abs
hnitt no
h

etwas dunkle ontologis
he Abh

�

angigkeit der Typen von den Token gen

�

ugt

der Verweis auf die unters
hiedli
hen Verfahren, mit denen die Termini in

die Spra
he eingef

�

uhrt wurden: die einen entstehen aus S

�

atzen (die wahr

oder fals
h sein k

�

onnen), die anderen dur
h Manipulation ereigniskonstitu-

ierender S

�

atze in Ereignistermini. Bisher ist der vorges
hlagene Aufbau also

dur
haus im Einklang mit den eingangs formulierten Intuitionen. Identit

�

at

und

�

Ahnli
hkeit sind o�enbar die nun zu behandelnden Fragen.

1.4 Die Individuation von Ereignissen

Im Verlaufe dieses Abs
hnittes soll die Frage beantwortet werden, wann Er-

eignisse identis
h und wann sie vers
hieden sind. In einem bu
hst

�

abli
hen

Sinne und auf Token konkretisiert, und das bezieht si
h l

�

angst ni
ht nur auf

Ereignisse, sondern auf s

�

amtli
he Gegenst

�

ande, f

�

uhren beide m

�

ogli
hen Deu-

tungen dieser Frage zu trivialen Antworten: zwei unters
hiedli
he Ereignisse

sind selbstverst

�

andli
h immer vers
hieden, und ein Ereignis ist immer mit

si
h identis
h. Jeder kennt diesen Gedanken. Es gibt aber dur
haus spezielle

Probleme, und zwar deswegen, weil Ereignisse

�

uber Bes
hreibungen gegeben

sind. Das klassis
he Beispiel zur Verdeutli
hung des Problems ist | neben

�

Odipus' ungl

�

u
kli
her Heirat | das Attentat auf Caesar damals in Rom:

Brutus sta
h auf Caesar ein.

Brutus ermordete Caesar.

Das sind unters
hiedli
he S

�

atze, sie unters
heiden si
h im Pr

�

adikat: auf je-

manden einste
hen ist ni
ht jemanden ermorden, genausowenig wie jeman-

den ermorden ni
ht unbedingt hei�t, auf ihn einzuste
hen. Oben ers
hien

die Frage ganz

�

ahnli
h bez

�

ugli
h hellroter und roter Rosen. Betra
hten wir

die entspre
henden Token:
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das Ereignis, da� Brutus auf Caesar einsta
h

das Ereignis, da� Brutus Caesar ermordete.

Eine m

�

ogli
he Au�assung ist die, da� es si
h bei diesen beiden um ein und

dasselbe Ereignis handelt, n

�

amli
h das, in dessen Verlaufe Brutus auf Caesar

einsta
h und ihn damit ermordete. Der Mord ges
hah, indem ersto
hen wur-

de | nur ein Ereignis fand statt, wel
hes dur
h unters
hiedli
he Bes
hrei-

bungen gegeben wurde. F

�

ur diese Art der Behandlung des Problems spre-


hen die

�

ubli
hen Identit

�

atsindikatoren, die man aus der Ding{Welt kennt:

"

beide\ Ereignisse fanden zur glei
hen Zeit am glei
hen Ort statt (sofern

f

�

ur den Moment au�er A
ht gelassen wird, da� Caesers Tod notwendige

Bedingung f

�

ur die Korrektheit der zweiten Bes
hreibung ist), an

"

beiden\

nahmen die selben Akteure teil und Brutus mu�te au�er auf Caesar einzuste-


hen ni
ht no
h irgend etwas Zus

�

atzli
hes tun, um ihn zu ermorden.

"

Beide\

Ereignisse existierten, soweit wir das heute beurteilen k

�

onnen. Solange aber

ni
ht klar ist, ob und wel
he Identit

�

atskriterien f

�

ur Ereignistoken gelten,

kann es immerhin sein, da� all dies nur notwendige, ni
ht aber hinrei
hende

Eigens
haften sind.

Der Haupteinwand gegen die eben kurz bes
hriebene Au�assung besteht

darin, da� (erstens) Caesar ja s
hlie�li
h h

�

atte

�

uberleben k

�

onnen, und da�

(zweitens) Brutus den Caesar s
hlie�li
h au
h h

�

atte vergiften k

�

onnen. Die-

ser Einwand geht am Problem vorbei, weil weder behauptet wird, da� Auf{

jemanden{Einste
hen notwendig Mord ist, no
h da� jedes Auf{jemanden{

Einste
hen ein Mord ist, no
h da� dieses Auf{jemanden{Einste
hen notwen-

dig ein Mord war. Alles, was behauptet wird, ist, da� dieses Auf{Caesar{

Einste
hen die Ermordung Caesars war, und da� dieser Satz stimmt, wissen

wir aus den Beri
hten der Augenzeugen in den Ges
hi
htsb

�

u
hern.

Der zweite Einwand bezieht si
h auf die oben gesetzte Eins
hr

�

ankung: f

�

ur

das Ereignis, da� Brutus Caesar ermordete, wird argumentiert, ist Caesars

Tod eine notwendige Bedingung, f

�

ur das Ereignis, da� Brutus auf Caesar

einsta
h aber ni
ht. Im Abs
hnitt 1.4.2 werde i
h darlegen, da� Caesars Tod

eine notwendige Bedingung f

�

ur eine bestimmte Bes
hreibung des Ereignisses

ist, ni
ht jedo
h f

�

ur das Ereignis selbst.

Die vers
hiedenen Versu
he, Individuationskriterien f

�

ur Ereignisse zu for-

mulieren, sollen an dieser Stelle ni
ht diskutiert werden, sie sind ja au
h

abh

�

angig von den vers
hiedenen Vorstellungen von

"

Ereignis\. Im Rahmen

der vorliegenden Idee ist es naheliegend, die Er

�

orterung zun

�

a
hst wieder auf

das spra
hli
he Gebiet zu verlagern und si
h zu fragen, wel
he spra
hli
hen

Voraussetzungen f

�

ur die Behandlung von Identit

�

at eigentli
h da sind.
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1.4.1 Identit

�

at und Bedeutungsglei
heit

Identit

�

at ist eine Relation auf der ontologis
hen Ebene und setzt Existenz

voraus: Es kann ni
ht identis
h sein, was ni
ht existiert. Wessel hat dies

als wesentli
hen Zug der (Quantorenlogik mit) Identit

�

at erkannt und Rela-

tionen von Typ Identit

�

at daraufhin analysiert. Auf diese Fragen werde i
h

hier ni
ht eingehen (vgl. dazu [122℄). Mit Bezug auf Ereignisse hat man

es in diesem Zusammenhang mindestens mit drei Problemen zu tun, die

alle hier nur angespro
hen, an anderen Stellen aber gel

�

ost werden sollen.

Zun

�

a
hst gilt, da� sowohl Token als au
h Typen spra
hli
h in die Ontolo-

gie eingef

�

uhrt worden sind. In einem no
h zu kl

�

arenden Sinn soll es erlaubt

sein,

�

uber Fiktionen zu spre
hen | das sind Ereignisse, die ni
ht aufgrund

wahrer S

�

atze konstituiert worden sind. Fiktionen existieren aber insofern,

als da� es einen (syntaktis
h) ri
htig gebildeten konstituierenden Satz der

geforderten Art gibt. Davon unters
hieden ist Existenz, wie sie in der ent-

spre
henden De�nition weiter unten gesetzt wird, n

�

amli
h als von einem

wahren Satz (entspre
hender Art) konstituiert sein. Unter dieser Vorausset-

zung existieren die Ereignisse, auf die man si
h in den Caesar{Beispielen

immer bezieht:

"

das Ereignis, da� Brutus Caesar ermordete\ existiert, weil

Brutus tats

�

a
hli
h Caesar ermordet hat. Allerdings kommt es (gerade) ni
ht

vor, es ist vergangen. Die erste, Fiktionen eins
hlie�ende Form von Existenz

ist eine hypothetis
he und konditionale: Das Ereignis, da� Caesar Brutus

ersta
h, ist dasjenige, was dur
h den entspre
henden Satz konstituiert wird

und im zweiten Sinne existieren w

�

urde, falls dieser Satz wahr w

�

are. Existie-

rende Ereignisse im zweiten Sinn kommen irgendwann und irgendwo au
h

aktuell vor und sind daher au
h existent in einem dritten Sinn. Diese letz-

ten beiden Varianten von Existenz spielen f

�

ur die folgende De�nition keine

Rolle.

Neben Existenz setzt Identit

�

at f

�

ur Ereignisse no
h Bedeutungsglei
h-

heit voraus: Token sollen identis
h sein, wenn die singul

�

aren Ereignistermini

bedeutungsglei
h sind, und Typen sollen identis
h sein, wenn alle ihre In-

stanzen, die Token des Typs also, identis
h sind:

De�nition 16

(i) Wenn � und � singul

�

are Ereignistermini sind, so gilt:

� = � =

df

t

�

�

*

)

t

�

�

(ii) Wenn � und � generelle Ereignistermini sind, so gilt:

� = � =

df

F

�

ur alle singul

�

aren Ereignistermini 
 gilt: Wenn �

ein S
hema f

�

ur 
 ist, so au
h �, und umgekehrt.
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Strenggenommen ist diese De�nition ni
ht v

�

ollig korrekt. Wie vers
hie-

dentli
h betont wurde (vgl. beispielsweise [122℄, [123℄, [119℄ und die dort

zum Thema zitierte Literatur), ist die Identit

�

at eine ontologis
he Relation,

und ihr Vorliegen setzt die Existenz von Objekten voraus, w

�

ahrend der Be-

deutungseins
hlu� allein die Existenz bestimmter ri
htig gebildeter Termini

voraussetzt. Generell sehe i
h zwei M

�

ogli
hkeiten, dies in einer De�nition wie

der De�nition 16 zu ber

�

u
ksi
htigen: Es kann ein allgemeiner Existenzvor-

behalt f

�

ur � und � gesetzt werden, die De�nition wird damit auf individuelle

Termini einges
hr

�

ankt. Es kann au
h ein kontrafaktis
her Existenzvorbehalt

f

�

ur die interessante Ri
htung des =

df

gesetzt werden, von re
hts na
h

links w

�

urde die De�nition 16 dann behaupten

"

Wenn die entspre
henden

Ereignistermini bedeutungsglei
h sind, w

�

aren die Ereignisse identis
h, falls

sie existieren w

�

urden\. Ein kontrafaktis
her Konditionaloperator, der au
h

eine o�ene Interpretation zul

�

a�t, erf

�

ullt diesen Zwe
k. Im Zweifelsfalle sollte

die De�nition 16 in diesem Sinne interpretiert werden, genauer brau
he i
h

sie im folgenden ni
ht.

Die urspr

�

ungli
he Frage na
h der Identit

�

at von Ereignissen hat si
h also

zu der Frage hin vers
hoben, wann S

�

atze mit dem Bedeutungseins
hlu� wahr

sind. Das ist eine generelle Frage, die ni
ht nur f

�

ur Ereignistermini steht.

Ein Exkurs | Bedeutungseins
hlu�

Ein Terminus s
hlie�t der Bedeutung na
h einen Terminus ein, wenn alles,

was mit dem ersten Terminus bezei
hnet werden soll, au
h mit dem zweiten

Terminus bezei
hnet werden soll. Allein die Formulierung dieses Gedankens

belegt die N

�

ahe dieses Pr

�

adikates zur Mengeninklusion und den Implikatio-

nen. Da der Bedeutungseins
hlu� auf der Ebene der Termini funktioniert,

rei
ht es hin, Bezei
hnungsaufgaben anstelle der Bezei
hnungsrelation zu be-

tra
hen: Bedeutungseins
hlu� ist eine Art Eins
hlu� der Bezei
hnungsauf-

gaben. Diese Grundidee kann auf vers
hiedene Weise realisiert werden, etwa

indem mit einer Grundrelation des Bezei
hnens und einem Konditionalope-

rator gearbeitet wird (vgl. [121℄, S. 313) oder mit semantis
h{deontis
hen

Tafeln in Anlehnung an Lejewski (wie in [123℄, hier wird au
h der in [121℄

desselben Autors no
h ni
ht betonte normative Aspekt der Bezei
hnungs-

relation akzentuiert). In dieser Arbeit sieht der Autor | im Ans
hlu� an

eine Kritik von Krampitz | S
hwierigkeiten mit leeren Termini, falls die

unten zitierte De�nition aus [121℄ benutzt wird. Bei n

�

aherer Betra
htung

ist das ni
ht so s
hlimm. Will man den Bedeutungseins
hlu� mit Hilfe des

Konditionaloperators de�nieren, kann man die folgende De�nition aus [121℄,

S. 313 verwenden:
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De�nition 17

t

�

a * t

�

b =

df

S(g; t

�

a) �! S(g; t

�

b).

Die Aussage S(a; t

�

b) hei�t, da� a unter die Bezei
hnungsaufgabe des Ter-

minus b f

�

allt, und g ist ein kategorialer Terminus (wie beispielsweise

"

Ge-

genstand\). S
hwierigkeiten mit leeren Termini k

�

onnen ni
ht auftreten, da g

ni
ht leer sein kann (zumindest der Terminus

"

Gegenstand\, der ja au
h ein

Gegenstand ist, f

�

allt unter diesen kategorialen Terminus) und die mit dem

t

�

gebildeten Metatermini ni
ht leer sind, falls die Termini korrekt gebildet

sind. Problematis
h ist eher das Vorkommen von g, aber in anderer Hinsi
ht

(weil es die Rolle einer unquanti�zierten Terminivariablen spielt) und ohne

Bezug auf die hier interessierende Diskussion. Wird eine kontrafaktis
he (ir-

reale) Interpretation des Konditionals in De�nition 17 zugelassen, kann man

sogar problemlos auf die faktis
he (ni
ht{normative) Interpretation der Be-

zei
hnungsrelation S zur

�

u
kgehen:

"

Wenn der Terminus bezei
hnen w

�

urde

. . .\ setzt ni
ht voraus, da� die Bezei
hnung au
h tats

�

a
hli
h realisiert ist.

Jede sol
he De�nition ist soweit n

�

utzli
h, wie sie die erw

�

uns
hten Eigens
haf-

ten des Bedeutungseins
hlusses (insbesondere Re
exivit

�

at und Transitivit

�

at

sowie die entspre
henden Interaktionen mit anderen Operatoren

�

uber Termi-

ni) liefert und die philosophis
hen Intentionen des Verfassers beispielsweise

�

uber die Existenz von Universalien oder die Rolle von leeren Termini tri�t.

F

�

ur den Zusammenhang von Identit

�

at (von Gegenst

�

anden) und Bedeutungs-

glei
hheit (von Termini) ist von besonderem Interesse, da� wahre Aussagen

�

uber den Bedeutungseins
hlu� von Termini auf vers
hiedene Weise zustande

kommen, veri�ziert werden. Zumindest die folgenden k

�

onnen unters
hieden

werden:

1. Die Aussage ist ein Postulat.

2. Die Aussage folgt aus anderen Aussagen

�

uber Termini.

3. Die Aussage folgt aus bestimmten Konditionalen.

4. Die Aussage ist Ergebnis empiris
her Untersu
hungen.

Wenn das so ist, sollte der Bedeutungseins
hlu� viellei
ht

�

uberhaupt ni
ht

explizit de�niert, sondern als unde�niertes Grundpr

�

adikat mit einem Axio-

mensystem (und damit mit einer impliziten De�nition) verwendet werden.

S
hlie�li
h ist einzusehen, da� man | logis
h | dem Resultat, der Aussage

�

uber einen Bedeutungseins
hlu�, die Art ihrer Entstehung ni
ht unbedingt

ansieht. An Beispielen soll klargema
ht werden, um wel
he Unters
heidun-

gen es hier geht:
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1. Postulate sind h

�

au�g De�nitionen oder Teile von ihnen, wie in

"

Arme

und Beine sind Gliedma�en\:

"

t

�

Arme * t

�

Gliedma�en\ und

"

t

�

Beine * t

�

Gliedma�en\.

Der paradigmatis
he Fall in diesem Zusammenhang sind Termini, die

dur
h Aufz

�

ahlung eingef

�

uhrt werden (

"

Grundfarbe\).

2. Hier ist der paradigmatis
he Fall si
herli
h der der Transitivit

�

at; mit

Hilfe dieser Eigens
haft des Bedeutungseins
hlusses (aber ni
ht nur

mit dieser) lassen si
h aus bestimmten Aussagen

�

uber Termini neue

Aussagen

�

uber den Bedeutungseins
hlu� von Termini und verwandte

Relationen produzieren. So gilt beispielsweise, da� aus den Aussagen

"

Wal\ s
hlie�t der Bedeutung na
h

"

S

�

augetier\ ein und

"

S

�

augetier\

s
hlie�t der Bedeutung na
h

"

Fis
h\ aus die Aussage

"

Wal\ s
hlie�t

der Bedeutung na
h

"

Fis
h\ aus folgt.

3. Allquanti�zierte Konditionale lassen si
h in Aussagen

�

uber bestimmte

Termini umformen: Aus

"

Alle stromdur
h
ossenen Spulen sind von

einem Magnetfeld umgeben\ wird

"

t

�

(stromdur
h
ossene Spule) * t

�

(magnetfeldumgebene Spule)\.

Der springende Punkt ist hier, da� die ontologis
he Ebene verlassen

wurde: Gegr

�

undet auf physikalis
he Regularit

�

aten, Naturgesetze oder

die Erfahrung wird nun behauptet, da� alles, was auf bestimmte Art

genannt werden soll, au
h auf eine bestimmte andere Weise benannt

werden kann.

4. Beispiele f

�

ur den letzten zu betra
htenden Fall liefert die Arbeit von

Sherlo
k Holmes und seinen Berufsgenossen; wenn er feststellt, da�

"

der Diamantenr

�

auber von Soho\ und

"

der Einbre
her bei Lady X\

bedeutungsglei
he Termini sind, so ist seine Aufgabe s
hon fast gel

�

ost.

Ebenso empiris
h kann festgestellt werden, da� gilt

"

t

�

Venus * t

�

Him-

melsk

�

orper\: Falls jemand nur die mythologis
he Bedeutung von

"

Ve-

nus\ kennt, aber immerhin wei�, da� alles, was da oben 
immert,

"

Himmelsk

�

orper\ genannt wird, rei
ht es aus, ihm die Venus zu zeigen

und zu benennen.

Es ist o�ensi
htli
h, da� ein und dieselbe Aussage

�

uber den Bedeutungs-

eins
hlu� auf unters
hiedli
he Weise zustande kommen kann und da� ni
ht

alle erw

�

ahnten Verfahren rein logis
he sind.

Der Konditionaloperator �! in De�nition 17 ist selbstverst

�

andli
h so

zu interpretieren, da� er eine irreale, kontrafaktis
he Deutung bei Bedarf

zul

�

a�t: Wenn Herr N der Diamantenr

�

auber von Soho w

�

are, w

�

are er au
h der
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gesu
hte Einbre
her | er ist es aber ni
ht. Weiterhin sollte �! in einem

guten Sinne

"

relevant\ sein, damit ni
ht etwa alle leeren Termini beliebige

Termini der Bedeutung na
h eins
hlie�en.

Identit

�

atskriterien?

Identit

�

atskriterien f

�

ur Ereignisse werden selbstverst

�

andli
h immer mit dem

Bli
k darauf formuliert, wie

"

Ereignis\ de�niert ist. Wo si
h die Konzeption

von

"

Ereignis\ unters
heidet, ist au
h keine Einigkeit

�

uber eventuelle Iden-

tit

�

atskriterien zu erwarten | ein S
hnelldur
hlauf dur
h die haupts

�

a
hli
hen

und g

�

angigen Individuationskriterien wie beispielsweise Ursa
hen- und Wir-

kungsglei
hheit (Davidson, [18℄), (notwendige) Raum{Zeit{Glei
hheit (Lem-

mon, [53℄) oder Raum{Zeit-, Pr

�

adikaten- und Objektglei
hheit (Kim, [47℄)

w

�

urde dann au
h das erwartete Ergebnis haben: sie funktionieren ni
ht im

Rahmen der hier vertretenen Konzeption. Einige werden no
h diskutiert

werden. Na
hdem die Token{Identit

�

at

�

uber die Bedeutungsglei
hheit der

singul

�

aren Ereignistermini de�niert wurde, lautet die Frage na
h dem Indi-

viduationskriterium: Wann sind singul

�

are Ereignistermini bedeutungsglei
h?

Wie im Exkurs

�

uber den Bedeutungseins
hlu� mu� nun geantwortet werden:

S

�

atze

�

uber die Bedeutungsglei
hheit von singul

�

aren Ereignistermini k

�

onnen

mindestens aus einem der drei folgenden Gr

�

unde wahr sein:

1. Als Postulat oder Folgerung aus einem Postulat |

"

t

�

s(Adam heiratet)

*

)

t

�

s(Adam verliert seinen Jungesellenstatus)\,

"

das Ereignis, da� Adams (einzige) Ho
hzeit statt�ndet

*

)

Adams

(einzige) Ho
hzeit\.

2. Aufgrund anderer S

�

atze na
h logis
hen Regeln | beispielsweise

�

uber

die Transitivit

�

at von * oder mit Hilfe von Ersetzbarkeitsregeln.

3. Als Ergebnis empiris
her Untersu
hungen im weitesten Sinne |

"

t

�

s(Brutus sti
ht auf Caesar ein) * t

�

s(Brutus mordet Caesar)\.

In jedem Falle soll folgende Eins
hr

�

ankung gelten:

Postulat 5

Es seien A und B die konstituierenden S

�

atze f

�

ur � und � und t und t

1

die entspre
henden Raum{Zeit{Gebiete. v sei eine entspre
hend de�nierte

Teil{Ganzes{Relation f

�

ur Raum{Zeit{Gebiete. Dann gilt: wenn � = �, so

sind (A � B) ^ (B � A) und (t v t

1

) ^ (t

1

v t).

Die Eins
hr

�

ankung s
heint

�

uber


�

ussig zu sein, sie garantiert aber eine be-

stimmte Bremse beim Hinzuf

�

ugen

�

au�erer, ni
htessentieller Eigens
haften
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zu Ereignissen. Sie verbietet es beispielsweise, Adams Ho
hzeit zwei Tage

na
h Ostern (in einem bestimmten Jahr) au
h als zu Ostern statt�ndend

zu interpretieren, nur weil auf Ostern bei der Bes
hreibung des Ereignissen

Bezug genommen wurde. Sie ist au
h intuitiv einleu
htend, denn als

"

ganz

normale\ Mitglieder der Familie der Gegenst

�

ande ist Raum{Zeit{Glei
hheit

wenn au
h ni
ht notwendige und hinrei
hende, so do
h immer no
h notwen-

dige Identit

�

atsbedingung. Singul

�

are Ereignisse, Token, sollen partikul

�

are En-

tit

�

aten sein, wenn man sie also raum{zeitli
h separieren kann, dann sind sie

au
h unters
hieden. Nur hei�t das eben ni
ht, da� raum{zeitli
h identis
he

au
h identis
h sind.

Von besonderem Interesse ist der eben unter 3. genannte Fall, er kann

unter dem Namen Indem{Ausdr

�

u
ke (By{phrases) diskutiert werden:

1.4.2 Indem{Ausdr

�

u
ke behaupten Identit

�

at

Brutus ermordet Caesar, indem er auf ihn einsti
ht; John gr

�

u�t, indem er

die Hand hebt; John ruft ein Taxi, indem er die Hand hebt. Was in sol-


hen S

�

atzen zum Ausdru
k kommt, ist ein Resultieren: Brutus sti
ht, und

es resultiert in einem Mord; John hebt die Hand, und es resultiert in einem

Gru� beziehungsweise in einer Au�orderung an den Taxifahrer zu halten.

Mit Hilfe von Ereignistermini kann die Analyse sol
her Ausdr

�

u
ke in zwei-

erlei Ri
htung vor si
h gehen, n

�

amli
h indem sie als S

�

atze

�

uber die Identit

�

at

oder

�

uber einen Kausalzusammenhang von Ereignissen interpretiert werden.

In der vorliegenden Konzeption bilden an dieser Stelle

"

Indem{Ausdr

�

u
ke\

grunds

�

atzli
h S

�

atze

�

uber die Identit

�

at von Ereignissen.

Mein Hauptargument gegen eine kausale Analyse dieser Strukturen be-

steht darin, da� ni
ht gen

�

ugend zwis
hen Caesars Tod und seiner Ermor-

dung, zwis
hen dem Gegr

�

u�t{Sein und dem Gr

�

u�en, zwis
hen dem Gerufen{

Sein und dem Ruf, allgemein zwis
hen der Wirkung eines Ereignisses und

seiner Bes
hreibung unter dem Bli
kwinkel seiner Wirkung unters
hieden

wird. Der Unters
hied wird deutli
h, wenn Fehlwirkungen betra
htet wer-

den: John gr

�

u�t, indem er den Arm hebt, jedo
h h

�

alt ein Taxi an. Johns

Armheben war ganz si
her die Ursa
he daf

�

ur, da� das Taxi anhielt, aber

sein Armheben war Gr

�

u�en und ni
ht Taxirufen.

Ereignisse sind uns stets dur
h Bes
hreibungen gegeben, dur
h konstitu-

ierende S

�

atze oder deren Abk

�

urzungen. Dabei kommt es au
h zu Bes
hrei-

bungen, die andere Entit

�

aten mit einbeziehen und voraussetzen, wie im Fal-

le von Caesars Ermordung. Der wesentli
he Einwand f

�

ur eine grunds

�

atzli
h

kausale Analyse der

"

Indem{Ausdr

�

u
ke\ beruht genau darauf und auf der im

vorigen Abs
hnitt erw

�

ahnten Raum{Zeit{Glei
hheit identis
her Ereignisse.
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Er funktioniert etwa so:

Auf{Caesar{Einste
hen �ndet dort statt, wo Caesar und Brutus

sind, und zwar zu der Zeit,

"

in der die Dol
he gef

�

uhrt werden\

| um es mit Emphase auszudr

�

u
ken. Die Ermordung Caesars

jedo
h bezieht mit Notwendigkeit Caesars Sterben, seinen Tod

mit ein. Dieses Ereignis �ndet also ni
ht nur dort und dann statt,

wo und wann auf Caesar eingesto
hen wird, sondern bezieht no
h

den gesamten Zeitraum und den Ort mit ein, innerhalb derer

Caesar stirbt. Dieser Berei
h ist umfassender als der erste, also

k

�

onnen die entspre
henden Ereignisse ni
ht identis
h sein.

Das Argument ist ziemli
h stark und l

�

a�t si
h ni
ht dur
h eine einzige

�

Uber-

legung widerlegen. An anderer Stelle wird gekl

�

art werden, wo und wann

das statt�ndet, was

"

T

�

oten in der kausalen Interpretation\ genannt werden

kann | ein anderes wohlbekanntes Beispiel ist das Verwitwen von Xanthip-

pe. Das erstere ist vers
hieden vom Einste
hen auf Caesar, das zweite ist

vers
hieden von Sokrates' Tod. Die

"

Indem{Ausdr

�

u
ke\ sollen aber hier als

identit

�

atsstiftend analysiert werden. Dazu behaupte i
h, da� es f

�

ur die erfolg-

rei
he Bes
hreibung eines Ereignisses unter dem Bli
kwinkel seiner Wirkung

tats

�

a
hli
h notwendig ist, da� diese Wirkung (bereits) existiert, da� aber die

Raum{Zeit{Koordinaten der Wirkung ni
hts mit dem Vorkommen des be-

s
hriebenen (Ursa
he-) Ereignisses zu tun haben. Am Beispiel: Wann und

wo Caesar get

�

otet wird, hat logis
h und semantis
h ni
hts mit den Koordi-

naten seines Todes zu tun, au
h wenn er infolge der Handlungen, die hier

als T

�

oten bes
hrieben werden, gestorben sein mu�, damit die Bes
hreibung

erfolgrei
h ist. Dies wird unmittelbar einsi
htig, wenn glei
hartige F

�

alle aus

dem Berei
h der Dingontologie betra
htet werden.

So kann man etwas erfolgrei
h nur dann als

"

Brutus' Messer\

bes
hreiben, wenn Brutus au
h existiert (hat). Dabei ist aber

die Lokalisierung von Brutus' Messer logis
h v

�

ollig unabh

�

angig

von der des Brutus. Gibt es Brutus ni
ht, dann ist dies au
h

ni
ht Brutus' Messer; aber man k

�

onnte si
h anders auf densel-

ben Gegenstand beziehen: der h

�

ubs
he Dol
h in der Vitrine mit

den braunen Fle
ken auf der Klinge. Genauso ist es mit Cae-

sars Ermordung; w

�

are er ni
ht an den Sti
hen gestorben, k

�

onnte

man si
h immer no
h anders auf dasselbe Ereignis beziehen, nur

ni
ht mehr unter diesem Namen: das Attentat auf den Stufen

des Capitol.
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Wie s
hon gesagt, es gibt Eins
hr

�

ankungen und Bedingungen: Damit

"

die

Ursa
he von �\ f

�

ur jemanden ein Ereignis erfolgrei
h bezei
hnet, mu� |

je na
h Kausalit

�

atsverst

�

andnis | dieses Ereignis vor � liegen, die einzige

Ursa
he sein oder hinrei
hend wesentli
h, damit nur diese herausgegri�en

wird, � mu� bereits existieren oder wenigstens unauswei
hli
h sein und an-

deres mehr. All dies hat seine Parallelen im Fall von

"

Brutus' Messer\ au
h

und ist also ni
ht ereignisspezi�s
h.

Bei dieser Betra
htungsweise besagen

"

Indem{Ausdr

�

u
ke\ tats

�

a
hli
h

etwas

�

uber die Identit

�

at von Ereignissen,

"

Indem\ bedeutet, da� ein Ereig-

nis einmal als Handlung und einmal unter dem Aspekt von deren Wirkung

bes
hrieben wird. Dann zwingt die oben genannte Bedingung vern

�

unftiger-

weise dazu, au
h nur eine einzige gemeinsame Raum{Zeit{Lokalisierung zu-

zulassen, die der Handlung n

�

amli
h. Damit �ndet Caesars Ermordung dann

und dort statt, wo Brutus auf ihn einsti
ht und ni
ht etwa zum Zeitpunkt

und am Ort seines Todes. Das stimmt mit der Analyse im Abs
hnitt 3.4

�

uberein.

Von den erl

�

auterten

"

Indem{Ausdr

�

u
ken\ sollten | f

�

ur die deuts
he

Spra
he | die

"

Wobei{Ausdr

�

u
ke\ unters
hieden werden. In letzteren be-

steht in der Regel ebenfalls Raum{Zeit{Glei
hheit und ein inhaltli
her (h

�

au-

�g als kausal zu interpretierender) Zusammenhang zwis
hen den betra
hte-

ten Ereignissen. Das si
herli
h meistzitierte Beispiel ist das des S
hwim-

mers, der den

�

Armelkanal dur
hs
hwimmt und si
h dabei (deswegen?) eine

Erk

�

altung zuzieht. Man sagt

"

der S
hwimmer

�

uberquerte den Kanal, wobei

er si
h erk

�

altete\. Sol
he S

�

atze sind meines Era
htens keine S

�

atze

�

uber die

Identit

�

at von Ereignissen. Hier wird zuallererst der gegenseitige oder einfa-


he Eins
hlu� der Raum{Zeit{Gebiete konstatiert, man
hmal wird zus

�

atz-

li
h unterstellt, da� eines der Ereignisse Ursa
he f

�

ur das andere sei. Die Er-

eignisse selbst sind aber vers
hieden; es ist also ni
ht weiter verwunderli
h,

da� die Kanal

�

uberquerung beispielsweise ber

�

uhmt ist, das Si
h{Erk

�

alten

dagegen ni
ht, letzteres im Gegensatz zum ersteren unerw

�

uns
ht ist und so

fort. Bennett ist einer von denen, die si
h dur
h die (im Englis
hen wahr-

s
heinli
h naheliegende) Verwe
hslung der beiden Strukturen hat verwirren

lassen (vgl. [2℄, S. 126 �.). Er betra
htet eine Serie von Beispielen:

Zwei M

�

anner k

�

ampfen auf der Stra�e und tragen S
hlagringe

(S
hlagringe tragen sei verboten).

Zwei M

�

anner k

�

ampfen auf der Stra�e und tragen S
hlagringe

(auf der Stra�e sein sei verboten).

Zwei M

�

anner k

�

ampfen auf der Stra�e und f

�

uhren Heroin mit si
h

(der Besitz von Heroin sei verboten).
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Ist der Kampf illegal? Im ersten Fall w

�

urden si
her viele Mens
hen mit

"

Ja\

antworten, im zweiten w

�

urden die meisten unsi
her sein (s
hlie�li
h ist ni
ht

der Kampf, sondern das Si
h{auf{der{Stra�e{Be�nden verboten), im dritten

Fall antworten si
her die meisten mit

"

Nein\. Warum ist das so? Allein das

Vorhandensein von etwas Verbotenem kann den Kampf ni
ht illegal ma
hen.

Bennett analysiert diese (und weitere) Antworten und kommt zum S
hlu�,

da� man kaum zu Antworten kommen kann, die konsistent dur
hzuhalten

w

�

aren und verweist auf die Vagheit des Begri�es eines singul

�

aren Ereignisses.

Was er o�enbar ni
ht sieht, ist, da� im ersten Fall die M

�

anner k

�

ampfen,

indem sie mit S
hlagringen aufeinander eins
hlagen, im zweiten Fall der

partikul

�

are, besondere Kampf einer auf der Stra�e ist, im dritten Fall jedo
h

die M

�

anner k

�

ampfen, wobei sie Heroin in den Tas
hen haben. Da im ersten

Fall die Ereignisse identis
h sind, ist das erste illegal, da es das zweite ist.

Da im dritten Fall die Ereignisse ni
ht identis
h sind,

�

ubertr

�

agt si
h die

Illegalit

�

at des zweiten ni
ht so ohne weiteres auf das erste. F

�

ur den zweiten

Fall gelten ganz andere Regeln je na
h dem, wie der

"

Kampf auf der Stra�e\

logis
h expliziert wird | das ist aber hier kein Thema.

Eine interessante Variante,

"

Indem{Ausdr

�

u
ke\ zu behandeln, hat Drets-

ke in [21℄ vorges
hlagen. Er betont, da� keine kausale Verbindung zwis
hen

den beiden Ereignissen vorliegt, sondern behandelt sie als Instanzen einer

Teil{Ganzes{Relation. Dazu diskutiert er folgendes Beispiel:

Clyde greift

�

uber den Tis
h na
h dem Salz und wirft dabei ein

Weinglas um. Das f

�

allt auf den Teppi
h, zerbri
ht und hinterl

�

a�t

einen h

�

a�li
hen roten Fle
k. Er verdirbt den Teppi
h, indem er

seinen Arm bewegt. (Vgl. au
h f

�

ur das folgende Bild [21℄, S. 37.)

Na
h Dretske sieht das dann etwa so aus, wie in Abbildung 1.1:

- - - -

C

M

1

M

2

M

3

M

4

j
~

w w

B

1

B

2

B

3

B

4

Abbildung 1.1: Dretske | Clyde vers
h

�

uttet Wein. Sein Armbewegen ist

Teil des Teppi
hverderbens.
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Die vers
hiedenenMs sind Ereignisse: Clydes Armbewegung, das Umkip-

pen des Glases, das Vers
h

�

utten des Weines und das Verderben des Teppi
hs,

w

�

ahrend C ein Ereignis ist, das internal f

�

ur Clyde ist (beispielsweise sein

Wuns
h na
h Salz). Die Bs sind Handlungen, St

�

u
ke von Verhalten: Clyde

bewegt seinen Arm, kippt das Glas um, vers
h

�

uttet seinen Wein und verdirbt

den Teppi
h. Sie sind, wie au
h die Ereignisse, ineinander vers
ha
htelt, je-

de Handlung ist Teil der jeweils mit einem h

�

oheren Index versehenen. Zwi-

s
hen ihnen bestehen na
h Dretske, wie erw

�

ahnt, keine Kausalbeziehungen.

Die Argumentation ist angreifbar. Wenn das Teppi
hverderben eine Hand-

lung von Clyde war, die si
h von seiner Armbewegung unters
heidet (und

eine e
hte Teil{Ganzes{Beziehung setzt das voraus), dann stellt si
h die Fra-

ge, was Clyde mit dieser Teppi
hstelle gema
ht hat | unabh

�

angig von der

Armbewegung. Ni
hts, wahrs
heinli
h. Wenn das Teppi
hverderben keine

Handlung von Clyde war, wieso hat er dann den Teppi
h verdorben? Am

einleu
htendsten s
heint immer no
h die Variante zu sein, da� diese Arm-

bewegung dieselbe Handlung ist wie dieses Teppi
hverderben, wobei sie im

zweiten Fall mit Hilfe des Resultats bes
hrieben wurde. Das ist ein Ereig-

nis: da� der Teppi
h verdorben ist, ist Wirkung der Armbewegung (und des

Teppi
hverderbens selbstverst

�

andli
h au
h).

Wie erw

�

ahnt, ist es dann nur m

�

ogli
h, Ereignisse unter dem Bli
kwinkel

ihrer Wirkung zu bes
hreiben, wenn die Wirkung bereits eingetreten ist

(oder mit Notwendigkeit eintreten wird). Das hei�t ni
hts anderes, als da�

die Existenz eines Ereignisses festgestellt werden mu� | das Thema des

n

�

a
hsten Abs
hnittes.

1.5 Vers
hiedene Existenzbegri�e f

�

ur Ereignisse

Ein Existenzproblem f

�

ur Ereignisse gibt es ganz gewi�, und es l

�

a�t si
h in

zwei Fragen unterteilen. Es kann gefragt werden, ob Ereignisse existieren,

ob sie existieren m

�

ussen, ob es einen Grund f

�

ur die Existenz von Ereignissen

gibt. Das ist eine Art

"

Input{Output{Frage\: gibt es etwas Existierendes,

was die Existenz der Ereignisse entweder garantiert oder die Annahme ihrer

Existenz jedenfalls sinnvoll ma
ht? I
h werde zeigen, da� es so etwas gibt.

Die zweite Frage ist die Frage dana
h, was Existenz von Ereignissen eigent-

li
h ist; das ist die Frage na
h einer De�nition von

"

Existenz\ f

�

ur Ereignisse,

na
h einem Kriterium, mit Hilfe dessen existierende von ni
htexistierenden

Ereignissen unters
hieden werden k

�

onnen. Diese Frage mu� zuerst beant-

wortet werden.

Im Deuts
hen lassen si
h Existenzbehauptungen

�

uber Ereignisse auf die
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vers
hiedenste Weise ausdr

�

u
ken: Ereignisse existieren, Ereignisse kommen

vor, Ereignisse treten auf, es gibt Ereignisse und si
her no
h mehr. Im Rus-

sells
hen Sinne, Existenz als Eigens
haft einer Aussagefunktion gefa�t, ist

Existenz eng mit dem entspre
henden Quantor verbunden:

De�nition 18 (Versu
h!)

Ereignisse existieren =

df

9xEreignis (x).

Dieser Weg steht ni
ht o�en, da

"

Ereignis\ kein Pr

�

adikatterminus ist, son-

dern als genereller Subjektterminus eingef

�

uhrt wurde. Die dahinterliegende

Idee jedo
h, die o�enbar au
h Quines bekannter Formulierung (

�

uber das Sein

als Wert einer gebundenen Variable sein) zugrunde liegt, ist im vorliegenden

Ansatz verwirkli
ht: Es kann

�

uber

"

Ereignis\ quanti�ziert werden. Dar

�

uber

hinaus soll

"

Existenz\ jetzt als Pr

�

adikat f

�

ur Ereignis de�niert werden.

Da

"

Existenz\ als Pr

�

adikat erster Stufe de�niert werden wird, will i
h

mi
h ganz kurz mit dem Argument auseinandersetzen, da� es kein Pr

�

adikat

erster Stufe sein kann. Um diesen Gedanken plausibel zu ma
hen, werden

Beispiele wie das folgende angef

�

uhrt (vgl. [124℄):

1. (a) Aristokratis
he Australier sind grob.

(b) Aristides ist ein aristokratis
her Australier.

(
) Ergo ist Aristides grob.

2. (a) Aristokratis
he Australier sind zahlrei
h.

(b) Aristides ist ein aristokratis
her Australier.

(
) Ergo ist Aristides zahlrei
h.

3. (a) Aristokratis
he Australier trinken Gin.

(b) Aristides ist ein aristokratis
her Australier.

(
) Ergo trinkt Aristides Gin.

4. (a) Aristokratis
he Australier existieren.

(b) Aristides ist ein aristokratis
her Australier.

(
) Ergo existiert Aristides.

So wie si
h der erste zum zweiten S
hlu� verh

�

alt, lautet das Argument,

verh

�

alt si
h der dritte zum vierten: als Eigens
haft ni
ht erster Stufe kann

"

zahlrei
h\ ni
ht auf den Gegenstand

"

Aristides\ angewendet werden; der

zweite S
hlu� ist unsinnig.

�

Ahnli
h w

�

are der vierte S
hlu� absurd aus dem-

selben Grunde |

"

existiert\ ist keine Eigens
haft erster Stufe |, und es ist
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ja au
h o�ensi
htli
h fals
h, da� aus den Pr

�

amissen des vierten S
hlu� die

Existenz von Aristides folgt.

Die Argumentation ist unbefriedigend, weil eine quantorenlogis
he Ex-

plikation der S
hl

�

usse zeigt, da� deren Pr

�

amissen unters
hiedli
h logis
h

expliziert werden | oder der vierte S
hlu� logis
h und intuitiv perfekt ist.

Dies gilt sowohl f

�

ur die klassis
he Quantorenlogik als au
h f

�

ur eine, die Ter-

miniquantoren verwendet. Um die Unabh

�

angigkeit des Arguments von den

Terminiquantoren zu zeigen, wird die klassis
he Logik verwendet:

8x(P (x) �! Q(x))

P (a)

Q(a)

Dies ist o�ensi
htli
h die Struktur des dritten S
hlusses. Ist es au
h die

Struktur des vierten S
hlusses, so sind zwei Interpretationen m

�

ogli
h: ent-

weder die erste Pr

�

amisse ist wahr, dann sind alle aristokratis
hen Australier

existent | und demzufolge au
h Aristides. Oder die erste Pr

�

amisse ist fals
h,

weil ni
ht alle aristokratis
hen Australier existieren | dann kann au
h ni
ht

auf die Existenz von Aristides ges
hlossen werden. Das ist aber dann ni
ht

dur
h irgendwel
he besonderen Eigens
haften von

"

existieren\ begr

�

undet,

sondern einfa
h dadur
h, da� die erste Pr

�

amisse im vierten S
hlu� anders

interpretiert wird als im dritten:

9x(P (x) ^Q(x))

P (a)

Q(a)

ist kein g

�

ultiger S
hlu�. Es steht au�er Frage, da� es eine Reihe von Eigen-

s
haften gibt, die sinnvoll nur e
hten Pluralia | Anh

�

aufungen, Gruppen und

so fort | zuges
hrieben oder abgespro
hen werden k

�

onnen. Dazu geh

�

oren

"

zahlrei
h\,

"

b

�

us
helweise wa
hsend\,

"

ungeordnet\ und andere. Da ent-

spre
hende S

�

atze wahr sind, existieren entspre
hende Objekte: Anh

�

aufun-

gen, Gruppen und so fort geh

�

oren zur Ontologie. Es ist ni
ht verwunderli
h,

da� das Pr

�

adikat

"

existieren\ au
h auf sol
he Entit

�

aten angewendet werden

kann. In nat

�

urli
her Weise l

�

a�t si
h die Existenz von Pluralia, wenn man

sie brau
ht,

�

uber die Existenz der angeh

�

auften, gruppierten, versammelten

und so fort Gegenst

�

ande de�nieren, ohne da� Existenz stets Existenz von

Dingen einer bestimmten Art sein mu�.

1.5.1 Die Existenz: Ereignisse, die zeitunabh

�

angig sind

Bei der nun folgenden De�nition des Existenzpr

�

adikates f

�

ur Ereignisse wer-

den Token und Typen unters
hiedli
h behandelt:



68 KAPITEL 1. EREIGNISSE

De�nition 19

(i) Ein Token existiert genau dann, wenn der ereigniskonstituierende Satz

wahr ist.

(ii) Ein Typ � existiert genau dann, wenn es ein existierendes Token �

gibt, so da� gilt: t

�

� * t

�

�.

Mit dem zweiten Teil der De�nition wird bez

�

ugli
h der Ereignisse eine

Ents
heidung eher in eine nominalistis
he denn in eine platonistis
he Ri
h-

tung getro�en. Typen existieren nur insoweit, als es Token gibt, die Instanzen

der entspre
henden Typen sind. Genauer: Es gibt keinen existierenden Typ,

dessen entspre
hende Token alle ni
ht existieren. Die Typen sind ontologis
h

abh

�

angig von den Token, so wie das weiter oben verspro
hen worden ist.

Satz 4

F

�

ur beliebige Ereignisse � und � gilt: Wenn t

�

� * t

�

� und � existiert, so

existiert au
h �.

F

�

ur � und � als Typen folgt der Satz aus der Festlegung, da� identis
he

Ereignisse alle Instanzen und Typen gemeinsam haben: Die existierende In-

stanz, die die Existenz von � garantiert, ist au
h eine f

�

ur �. F

�

ur � und �

als Token bedarf es keines Beweises (die einmal zuges
hriebene und einmal

abgespro
hene Eigens
haft der Existenz rei
ht, um die Ereignisse zu unter-

s
heiden, singul

�

are Termini in der Relation des Bedeutungseins
hlusses sind

aber sofort au
h bedeutungsglei
h). Ist � ein Token und � ein Typ, dann

gilt die Behauptung unmittelbar aufgrund der De�nition der Existenz.

Der erste Teil der De�nition ma
ht die Existenz der Token von der Wahr-

heit der ereigniskonstituierenden S

�

atze abh

�

angig. Damit werden die existie-

renden Ereignistoken auf triviale Weise zu Wahrma
hern f

�

ur universale und

singul

�

are ni
htlogis
he S

�

atze

�

uber empiris
he Gegenst

�

ande. (Ur
hs hat an-

gemerkt, da� man die entspre
henden S

�

atze au
h h

�

atte als Ereignisma
her

bezei
hnen k

�

onnen.)

Wahrma
her

Aus der De�nition 19 folgt:

Satz 5

Wenn ein Satz A (der angegebenen Art) wahr ist, so existiert ein Ereignis

sA, wel
hes A entspri
ht.
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Na
h den im Abs
hnitt zur Ereignisindividuation gegebenen Erl

�

aute-

rungen ist klar, da� die Beziehung zwis
hen S

�

atzen und ihren Wahrma
hern

keine eineindeutige Relation ist: Ein existierendes Ereignis kann Wahrma-


her f

�

ur unters
hiedli
he (ni
ht logis
h

�

aquivalente) S

�

atze sein.

Das Ziel der Konstruktion kann es ni
ht sein, eine Art Ereignissemantik

aufzubauen, eine Ontologie, in der die Welt

"

die Gesamtheit der Ereignisse,

ni
ht der Dinge\ (in Anlehnung an die ersten Worte aus dem Tra
tatus)

ist. Die Satzwahrheit ist ja der zentrale Begri� bei der De�nition der Exi-

stenz von Ereignissen, und Satzwahrheit hat ontologis
he Voraussetzungen.

Die folgende De�nition hat den Vorzug der Einfa
hheit und lei
hten Hand-

habbarkeit und l

�

a�t genug Spielraum f

�

ur vers
hiedene Vorstellungen von

"

Gegenstand\,

"

Eigens
haft\,

"

Universalie\, . . . :

De�nition 20

Es sei P ein n{stelliger Pr

�

adikatterminus und v

1

; : : : ; v

n

seien singul

�

are Sub-

jekttermini, t sei eine Koordinatenkonstante und  und 6 seien Pr

�

adika-

tionsoperatoren der ni
httraditionellen Pr

�

adikationstheorie (vgl. [121℄ oder

[119℄).

(i) Die Aussage hv

1

; : : : ; v

n

i  P (t) ist wahr genau dann, wenn es Ge-

genst

�

ande gibt, die mit v

1

; : : : ; v

n

bezei
hnet werden und die in t in

der Relation P stehen.

(ii) Die Aussage hv

1

; : : : ; v

n

i 6 P (t) ist wahr genau dann, wenn es Ge-

genst

�

ande gibt, die mit v

1

; : : : ; v

n

bezei
hnet werden und die in t ni
ht

in der Relation P stehen.

Genau genommen kann und sollte der Punkt (ii) no
h konkreter gefa�t wer-

den, dies ist aber hier ni
ht Thema.

Diese Ereignisse sind damit ontologis
h abh

�

angig von der Ontologie der

Gegenst

�

ande (insbesondere von der derjenigen, die ni
ht Ereignisse sind):

Sol
he Ereignisse k

�

onnen nur existieren, wenn andere Gegenst

�

ande au
h

existieren. Wir werden sehen, da� dies ni
ht auf alle Ereignisse zutri�t. Es

stellt si
h sofort die Frage: Ist das Spre
hen

�

uber Ereignisse reduzierbar auf

das Spre
hen

�

uber Einzeldinge?

Supervenien
e

Es ist mehrfa
h darauf hingewiesen worden (beispielsweise in [2℄, S. 12 �.),

da� S

�

atze wie

"

Es gab einen Vulkanausbru
h auf Malta letzte Wo
he\ oder

"

Es gibt einen Streik bei Siemens\ auf S

�

atze

�

uber Vulkane, Inseln, Arbeiter
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und Angestellte, Firmen und deren gegenseitige Relationen zur

�

u
kgef

�

uhrt

werden k

�

onnen. (Warum das so ist, ist in der hier diskutierten Konzeption

au
h zu erkl

�

aren: Da das Vorkommen von Ereignistoken dasselbe Ereignis

ist wie das Token und dieses existiert, wenn der konstituierende Satz wahr

ist, und dieser nur wahr sein kann, wenn die existenzbelasteten Subjek-

te existieren und die behauptete Relation zwis
hen ihnen gilt, mu� das so

sein.) Wir benutzen aber ni
ht nur sol
he S

�

atze

�

uber das Vorkommen von

Ereignistoken, wenn wir

�

uber Ereignisse spre
hen. Zun

�

a
hst gilt ganz klar,

da� die Ereignisse ni
ht auf Einzeldinge reduzierbar sind, wenn

�

uber Er-

eignistypen gespro
hen wird: Die gebildeten Typen sind unter anderem von

den Absi
hten der Spre
her, von den gew

�

ahlten Pr

�

adikaten und der

"

Tiefe\

der S
hemabildung abh

�

angig. S

�

atze wie

"

Alle Ladendiebst

�

ahle sind Prote-

ste gegen die Marktwirts
haft\ sind ni
ht reduzierbar auf S

�

atze

�

uber Waren,

Mens
hen und deren gegenseitige politis
he und wirts
haftli
he Abh

�

angig-

keiten, weil beispielsweise

"

Diebstahl\ und

"

Protest\ Ereignistypen sind, die

mit bestimmten Absi
hten, aus bestimmten Gr

�

unden in unser Vokabular

eingef

�

uhrt worden sind (ni
ht jede Wegnahme ist Diebstahl, eine Handlung

kann unter einer Interpretation Protest sein, unter einer anderen ni
ht | all

dies ohne Ereignistypen zuzulassen mitzuspre
hen, s
heint unm

�

ogli
h). Wei-

terhin haben au
h Tokenereignisse Eigens
haften, die den Einzeldingen und

ihren Relationen ni
ht zukommen: Sie werden beispielsweise erwartet oder

sind Ursa
he. Wenn Adam den Anruf von Mary um 9 Uhr erwartet, dann

erwartet er ni
ht Mary oder Mary mit der Eigens
haft, jemanden (Adam)

anzurufen; der Anruf hat die Eigens
haft, erwartet zu sein | das ist ni
hts,

was etwas mit den Eigens
haften von Mary oder dem Telefon unmittelbar zu

tun h

�

atte. Und zuletzt kann man aufgrund desselben Beispiels einsehen, da�

mindestens einige der Eigens
haften der Ereignisse (beispielsweise Ursa
he

zu sein) die Existenz des Ereignisses implizieren, damit au
h die Wahrheit

des konstituierenden Satzes und somit das semantis
he Niveau des Redens

�

uber Einzeldinge verlassen. Alles in allem: Ereignisse ben

�

otigen den Zwi-

s
hens
hritt

�

uber die Spra
he, der f

�

ur Einzeldinge ni
ht generell notwendig

ist. Mit Strawson k

�

onnte man die Ereignisse als ontologis
h abh

�

angig be-

zei
hnen, wennglei
h sie ni
ht reduzierbar sind (in [107℄, S. 20 nennt er die

inverse Relation

"

ontologis
h prim

�

ar\). Man
he negativen Ereignisse h

�

angen

allerdings allein von der Existenz bestimmter S

�

atze und ni
ht von der au-

�erspra
hli
her Einzeldinge ab (vgl. 1.7). Eine s
hwa
he Reduzierbarkeit ist

in einem guten Sinne zu errei
hen, wenn die Spra
he �xiert wird und alle

m

�

ogli
hen Ereignistermini au
h gebildet werden. Es gilt dann o�ensi
htli
h:

Satz 6
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Es sei L eine Spra
he, und w

1

und w

2

sind Welten, die si
h ni
ht in den

Einzeldingen und den auf sie bes
hr

�

ankten Relationen unters
heiden. Dann

existieren in w

1

und w

2

bez

�

ugli
h L dieselben Ereignisse, deren konstituie-

rende S

�

atze keine Ereignistermini enthalten.

Da bez

�

ugli
h w

1

und w

2

die glei
hen S

�

atze

�

uber Gegenst

�

ande, die ni
ht

Ereignisse sind, wahr sind, sind die glei
hen konstituierten Ereignistoken

existent.

Obwohl hier

�

uber Welten gespro
hen wird, ist das ein Satz

�

uber die

Spra
he. Umformuliert lautet er, da� die Ereignisterminibildung eindeutig

ist, wenn man von glei
hen Wahrheitswerten f

�

ur die primitiven, keine Ereig-

nistermini enthaltenden S

�

atze ausgeht und kein neues spra
hli
hes Material

verwendet. Das ist au
h n

�

otig, sonst w

�

aren die entspre
henden De�nitionen

ni
ht korrekt. Die Eins
hr

�

ankung zeigt auf, worin si
h die Welten unter-

s
heiden k

�

onnen, n

�

amli
h in den Eigens
haften der Ereignisse. So k

�

onnen

si
h etwa zwei Welten, in denen Mary kommt und Adam wartet dadur
h

unters
heiden, da� in einer gilt Adam freut si
h, da� Mary kommt, und

in der anderen Adam bef

�

ur
htet, da� Mary kommt ; oder um ein bekanntes

Beispiel ohne mens
hli
he Einstellungen abzuwandeln: Ob das Entspannen

einer Feder oder das Entladen eines Kondensators langsam und glei
hm

�

a�ig

vor si
h gehen oder pl

�

otzli
h und gewaltsam ges
hehen, ma
ht o�ensi
htli
h

einen Unters
hied. Es ist genau dieser Unters
hied, der Davidsons Argument

f

�

ur Ereignisse als Einzeldinge darstellt.

Der Begri� von Existenz, der bisher de�niert wurde, ist ni
ht der der

Umgangsspra
he. Na
h der De�nition ist ein einmal existierendes Ereignis

immer existierend und war es au
h s
hon vorher. An anderer Stelle wird in

dieser Arbeit versu
ht werden, einen akzeptablen Ausweg aus dieser S
hwie-

rigkeit zu �nden. Im Moment ist es aber so, da� wir uns innerhalb einer

klassis
hen semantis
hen Doktrin bez

�

ugli
h der Satzwahrheit be�nden, und

da ist der Satz

"

Caesar

�

uberquerte den Rubikon an dieser oder jener Stelle

um diese oder jene Zeit des Tages so und so\ wahr, wenn f

�

ur Stelle, Zeit und

Tag die ri
htigen Werte eingesetzt werden. Es ist also ni
ht zu vermeiden,

da� das konstituierte Token

"

das Ereignis, da� Caesar den Rubikon an die-

ser oder jener Stelle um diese oder jene Zeit des Tages so und so

�

uberquerte\

na
h der De�nition existiert | au
h jetzt. Ganz genauso existiert das Token

ni
ht, wenn f

�

ur Stelle, Zeit und Tag die fals
hen Werte eingesetzt werden

(oder statt Caesar viellei
ht eben Chur
hill erw

�

ahnt wird). Die Ereignisty-

pen

"

die

�

Uberquerung des Rubikon (dur
h jemanden)\,

"

die

�

Uberquerung

des Rubikon dur
h Caesar\ oder

"

die

�

Uberquerung eines Flusses dur
h Cae-

sar\ existieren sowieso und haben immer existiert. Diese intuitiv ni
ht v

�

ollig
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erw

�

uns
hte Konsequenz tri�t

�

ubrigens au
h auf andere Ereigniskonzeptio-

nen und -verst

�

andnisse zu (vgl. beispielsweise [50℄ und die Diskussion in

[54℄), sie soll aber abgemildert werden. Dazu werden hier einfa
h weitere

Begri�e vom Typ

"

Existenz\ verwendet. H

�

au�ger als

"

Existenz\ wird in der

Umgangsspra
he

"

Vorkommen\ genutzt.

"

Vorkommen\ wird dur
haus dop-

peldeutig benutzt, sowohl als Variante von

"

es gibt\ als au
h von

"

�ndet

(zu einer bestimmten Zeit, an einem bestimmten Ort) statt\. Die erste Be-

deutung hat es mit allen Existenzpr

�

adikaten gemein, auf die zweite (die die

erste ja impliziert) soll nun eingegangen werden.

1.5.2 Das Vorkommen: Ereignisse, die es in Gebieten gibt

Vorkommen ist eine Eigens
haft, die Ereignissen zukommt oder ni
ht, der

Pr

�

adikatterminus wird mit Ereignistermini verwendet. Nat

�

urli
h l

�

a�t si
h

das Pr

�

adikat au
h f

�

ur Dinge de�nieren, das ist aber im Moment ni
ht die

Frage. In der folgenden Axiomatik f

�

ur

"

Vorkommen\ (�) aus [108℄ (S. 38)

ist die Notation an die hier verwendete angepa�t:

De�nition 21

Axiome des Vorkommens

Axiom 1. Wenn ��, so �(� _ �).

Axiom 2. Wenn �� und ��, so �(� ^ �).

Axiom 3. �� oder ���.

Axiom 4. Wenn ��, dann ist es ni
ht der Fall, da� ���.

Im Axiomensystem werden die aussagenlogis
hen Operatoren ^; _; � auf

Ereignistermini angewendet, also als terminibildende Operatoren behandelt.

Das ist im Grunde ni
ht korrekt, da wir vor einer entspre
henden Festlegung

gar ni
ht wissen, na
h wel
hen Regeln si
h

"

und\,

"

oder\,

"

ni
ht\ als termi-

nibildende Operatoren verhalten. Die folgende De�nition begr

�

undet, warum

diese Konfusion uns
h

�

adli
h und intuitiv na
hvollziehbar ist:

De�nition 22

F

�

ur alle Aussagen A und B, f

�

ur die sA, sB, s�A, s(A ^B) und s(A _B)

Ereignisse sind, gilt:

(i) sA ^ sB =

df

s(A ^B)

(ii) sA _ sB =

df

s(A _B)

(iii) �sA =

df

s�A
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Na
h dieser Kl

�

arung ist es lei
ht zu zeigen, da� gilt:

Satz 7

(i) Die Existenz von Token ist Vorkommen im Sinne von De�nition 21.

(ii) Die Existenz von Typen ist kein Vorkommen im Sinne von Suppes'

De�nition (21).

Der erste Teil des Satzes ist o�ensi
htli
h aufgrund der semantis
hen Eigen-

s
haften der Operatoren. Zum Beweis des zweiten Teils rei
ht es zu zeigen,

da� Typen{Existenz ni
ht das vierte Axiom erf

�

ullt: Ein Typ sA kann genau-

so existieren, wie ein Typ s�A, n

�

amli
h wenn sowohl der eine als au
h der

andere existierende Instanzen haben. Das ist dur
haus intuitiv zu vertreten,

es gibt s
hlie�li
h sowohl das Ereignis, da� Adam und Mary heiraten, als

au
h das, da� sie ni
ht heiraten (das erstere wegen ihrer Ho
hzeit an ih-

rem Ho
hzeitstag, das zweite wegen des Fehlens ihrer Ho
hzeit einen Tag

dana
h).

Mit Hilfe des Pr

�

adikates

"

Vorkommen\ k

�

onnen lei
ht Metaereignisse

produziert werden, wenn Ereignistermini den empiris
hen Termini zugere
h-

net werden. Da man | intuitiv | in Ereignisse verwi
kelt sein kann, an

ihnen teilnehmen kann, sie sehen kann und so weiter, spri
ht alles daf

�

ur, das

au
h zu tun. Dann ist s�� ein Ereignis, sofern � eines ist: das Ereignis, da�

ein Ereignis vorkommt. Dabei entsteht die interessante Frage, wie si
h wohl

diese Ereignisse zu den Ereignissen verhalten, die vorkommen? Die Antwort

ist unters
hiedli
h, je na
hdem, ob man sie mit Bezug auf die Token oder

die Typen gibt.

F

�

ur Ereignistoken kann festgelegt werden:

t

�

s��

*

)

t

�

�

| die Ereignisse sind identis
h, das Vorkommen eines Ereignisses ist das

Ereignis selbst. Eine sol
he Reduktion ma
ht die Metaebene bei den Token

unn

�

otig,

"

das Vorkommen der Ho
hzeit von Adam und Mary (an einem be-

stimmten Tag und Ort)\ ist eben einfa
h

"

die Ho
hzeit von Adam und Mary

(an diesem Tag und Ort)\. Das ist au
h in

�

Ubereinstimmung mit der Exi-

stenzde�nition f

�

ur Ereignisse und tri�t auf keine mir bekannten intuitiven

Einw

�

ande. Das Beispiel zeigt au
h, da� si
h Typen anders verhalten:

"

Das

Vorkommen von Ho
hzeiten\ ist weder eine bestimmte Ho
hzeit no
h eine

Ho
hzeit

�

uberhaupt. Der Terminus ist ein singul

�

arer Ereignisterminus, mit

dem sinnvoll S

�

atze gebildet werden k

�

onnen: Der Satz

"

das Vorkommen von

Ho
hzeiten ist (jetzt und hier) erw

�

uns
ht\ ist ein singul

�

arer und universaler

Satz,

"

Ho
hzeiten sind (hier und jetzt) erw

�

uns
ht\ jedo
h ni
ht.



74 KAPITEL 1. EREIGNISSE

1.5.3 Das Statt�nden: Ereignisse in ihren

Bezugsgebieten

Es gibt eine Art von sehr nat

�

urli
hen Aussagen

�

uber die Existenz von Ereig-

nissen, n

�

amli
h, da� sie in einem bestimmten Raum{Zeit{Gebiet statt�nden.

Mit diesem Raum{Zeit{Gebiet ist ni
ht unbedingt und sogar eher selten ge-

nau das Raum{Zeit{Gebiet gemeint, wel
hes die r

�

aumli
hen und zeitli
hen

Grenzen des Ereignisses bildet. Betra
hten wir zun

�

a
hst Token, n

�

amli
h die

folgenden Beispiele, in denen

"

der Zweite Weltkrieg\ eine Abk

�

urzung f

�

ur

"

das Ereignis, da� . . .\ ist und die Punkte f

�

ur eine passende Bes
hreibung

stehen:

1. Der Zweite Weltkrieg fand von 1939 bis 1945 statt. Der Zweite Welt-

krieg fand in . . . statt (wobei . . . hier als Abk

�

urzung f

�

ur eine Aufz

�

ahlung

aller L

�

ander steht, die Teilnehmer am Zweiten Weltkrieg waren).

2. Der Zweite Weltkrieg fand im 20. Jahrhundert statt. Der Zweite Welt-

krieg fand auf allen Kontinenten statt.

3. Der Zweite Weltkrieg fand (au
h) 1943 statt. Der Zweite Weltkrieg

fand (au
h) in Frankrei
h statt.

4. Der Zweite Weltkrieg fand (au
h) in den 40er Jahren unseres Jahrhun-

derts statt. Der Zweite Weltkrieg fand (au
h) in Europa statt.

Jede diese Verwendung von

"

statt�nden\ ist einleu
htend, daher soll das zu

de�nierende Pr

�

adikat alle diese Verwendungen umfassen. Es sei das Raum{

Zeit{Gebiet, auf das si
h der ereigniskonstituierende Satz explizit bezieht,

Bezugsgebiet genannt. Dann sind im Beispiel folgende F

�

alle erfa�t:

1. Das Bezugsgebiet ist das Gebiet, f

�

ur das das Statt�nden behauptet

wird.

2. Das Bezugsgebiet liegt im Gebiet, f

�

ur das das Statt�nden behauptet

wird.

3. Das Bezugsgebiet s
hlie�t das Gebiet, f

�

ur das das Statt�nden behaup-

tet wird, ein.

4. Teile des Bezugsgebietes sind Teile des Gebietes, f

�

ur das das Statt�n-

den behauptet wird.
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Das ist ein sehr gro�z

�

ugiges Verst

�

andnis davon, wo und wann ein Ereignis

statt�ndet. Es ist die Idee, da� ein Ereignis in allen Raum{Zeit{Gebieten

statt�ndet, die si
h mit dem Bezugsgebiet

"

�

uberlappen\. In vielen F

�

allen

w

�

urde anstelle des Statt�nden der Terminus Au
h{Statt�nden benutzt wer-

den.

Um diese Idee dur
hzuf

�

uhren, wird eine Relation v

�

uber den Raum{

Zeit{Gebieten benutzt, die die glei
hen Eigens
haften wie die

�

ubli
he men-

gentheoretis
he Inklusion hat und intuitiv f

�

ur das Enthaltensein eines Ge-

bietes in einem anderen steht. Dann soll gelten:

De�nition 23

t; t

1

seien Koordinatenkonstanten und l eine Koordinatenvariable.

t�t

1

(t und t

1

�

uberlappen si
h) =

df

9l(l v t ^ l v t

1

).

De�nition 24

Ein existierendes Token �(t) mit dem Bezugsgebiet t �ndet in allen Raum{

Zeit{Gebieten t

1

statt, f

�

ur die gilt t�t

1

.

O�ensi
htli
h �ndet jedes existierende Ereignis in seinem Bezugsgebiet statt.

Bezugsgebiete wurden bis hierher sehr liberal behandelt, so ist im land-

l

�

au�gen Sinne

"

das Ereignis, da� einige L

�

ander auf ihren Territorien, den

Weltmeeren und in ihren Kolonien von 1939 bis 1945 gegen- und miteinan-

der k

�

ampfen\ (der Zweite Weltkrieg) ein Ereignis mit einem f

�

ur die meisten

Zwe
ke hinrei
hend 
harakterisierten Bezugsgebiet. Betra
hten wir, der Ein-

fa
hheit halber, nur die zeitli
he Komponente. Sie s
hlie�t Gebiete ein, in

denen der Zweite Weltkrieg ni
ht stattfand : die ersten a
ht Monate des Jah-

res 1939 beispielsweise. Prinzipiell ist es dur
haus m

�

ogli
h, den zeitli
hen

Rahmen des Zweiten Weltkrieges viel genauer anzugeben | etwa vom im

Angri�sbefehl f

�

ur den Morgen des 1. September 1939 genannten Zeitpunkt

bis zum Vollzug der Unters
hrift auf der Kapitulationsurkunde des letzten

besiegten Landes. Historiker k

�

onnen so etwas wie das kleinste Bezugsge-

biet des Zweiten Weltkrieges si
her mit gro�er Genauigkeit angeben. I
h

bin mir ni
ht si
her, ob si
h ein sol
hes kleinstes Bezugsgebiet f

�

ur jedes To-

ken praktis
h �nden oder festlegen l

�

a�t (wie ist das beispielsweise mit einer

Weltwirts
haftskrise oder Johns Bau
hs
hmerzen?), da Token aber r

�

aumli
h

und zeitli
h lokalisiert sein sollen, mu� es ein sol
hes kleinstes Bezugsgebiet

geben:

De�nition 25

t

1

ist kleinstes Bezugsgebiet f

�

ur ein Ereignis �(t) mit dem Bezugsgebiet t

=

df

t

1

v t ^ �9l(l v t

1

^ �� �ndet statt in l).
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Statt�ndende Ereignisse sind in ihrem kleinsten Bezugsgebiet realisiert.

Dies ist eine Eigens
haft, die jetzt einfa
h au
h f

�

ur Typen de�niert werden

kann:

De�nition 26

Ein Ereignistyp ist realisiert in allen Raum{Zeit{Gebieten, in wel
hen Token

dieses Typs realisiert sind.

Kleinste Bezugsgebiete | sowohl in r

�

aumli
her als au
h in zeitli
her

Hinsi
ht | bereiten man
hen Philosophen Probleme bez

�

ugli
h der dahin-

ter stehenden Intuitionen. Wann und wo fand der Zweite Weltkrieg nun

genau statt? Der Verweis auf die hinrei
hende Genauigkeit f

�

ur die Histo-

riker, wenn beispielsweise Tag und Stunde sowie L

�

anderangaben gema
ht

wurden, l

�

a�t si
h lei
ht in Frage stellen. F

�

ur jeden Historiker kann es einen

anderen geben, der es viellei
ht no
h genauer haben m

�

o
hte | auf die Mi-

nute und den Kilometer, auf die Sekunde und den Meter genau, und so fort.

Wahrs
heinli
h kann man si
h f

�

ur jeden geforderten Genauigkeitsgrad ganz

spekulativ au
h eine Begr

�

undung daf

�

ur ausdenken, da� genau dieser Grad

gefordert sein mu�. Das Problem besteht darin, da� zum einen dieser Proze�

immer weiter fortgesetzt werden kann, zum anderen immer no
h

�

uber ein

und dasselbe Ereignis gespro
hen wird: den Zweiten Weltkrieg. Na
h dem

im Abs
hnitt zur Identit

�

at Gesagten setzt das aber identis
he Raum{Zeit{

Koordinaten voraus. Hierzu ist zweierlei zu bemerken. Erstens erh

�

alt man

beim Konkretisieren der kleinsten Bezugsgebiete immer nur sol
he, die in-

nerhalb des Ausgangsgebietes liegen. Wir k

�

onnen also fordern, da� im Zuge

einer Er

�

orterung

�

uber bestimmte Ereignisse entweder die kleinsten Bezugs-

gebiete ni
ht ge

�

andert werden oder da� das jeweils kleinste der verwendeten

kleinsten Gebiete f

�

ur die gesamte Er

�

orterung gilt. Da alle Argumentatio-

nen, Diskussionen, Er

�

orterungen endli
h sind, gibt es eines. Einfa
her ist es,

geradewegs festzulegen, da� in jeder Diskussion die kleinsten Bezugsgebiete

konstant gehalten werden m

�

ussen. Damit werden Ver

�

anderungen, sollten sie

trotzdem vorkommen, so wie Mehrdeutigkeiten zu behandeln sein. An si
h

ist das Problem damit gel

�

ost. Zweitens ist es aber au
h sinnvoll, si
h zu

vergegenw

�

artigen, da� die Uns
h

�

arfe der r

�

aumli
hen und zeitli
hen Lokali-

sierung

"

unter nat

�

urli
hen Bedingungen\ (beispielsweise ni
ht: von Punkten

in einem 4{dimensionalen Koordinatensystem) kein exklusiver Zug von Er-

eignissen ist. Wo ist ein Berg? Normalerweise rei
ht es hin, seinen Gipfel

einigerma�en genau | auf den Meter, auf 100 Meter? | zu lokalisieren,

damit man den Berg lokalisiert hat. Wenn man alle H

�

ange und S
hlu
hten

mit einbezieht, bekommt man s
hon Probleme. Das glei
he l

�

a�t si
h f

�

ur viele

empiris
he Objekte sagen, und die Ereignistoken sind empiris
he Objekte.
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Unter dieser Voraussetzung ist das erw

�

ahnte Unbehagen wegen der kleinsten

Gebiete ni
ht ein Argument gegen kleinste Gebiete von Ereignissen, sondern

ein Einwand gegen Lokalisierung und die Konsistenz von Lokalisierungsre-

geln

�

uberhaupt. Diese Frage mu� dann allerdings au
h in einem anderen

Zusammenhang gel

�

ost werden.

Existenz, Vorkommen und Realisiertsein f

�

ur singul

�

are Ereignisse sind

na
h den oben vorges
hlagenen De�nitionen auf nat

�

urli
he und o�ensi
htli-


he Weise miteinander verbunden:

Satz 8

Sei �(t) ein singul

�

ares Ereignis, dessen konstituierender Satz si
h auf das

Raum{Zeit{Gebiet t bezieht, E ein Existenzpr

�

adikat, � wie oben

"

Vorkom-

men\, und R stehe f

�

ur das zweistellige Pr

�

adkat

"

Realisiertsein in\. Dann

gilt:

(i) E(�(t)) ` �(�(t))

�(�(t)) ` 9l(l v t ^R(�(t); l))

(ii) R(�(t); t

0

) ` �(�(t

0

))

�(�(t

0

)) ` E(�(t

0

))

Strenggenommen sind diese S

�

atze innerhalb der Existenztheorie ni
ht alle zu

erhalten, da der S
hlu� beispielsweise auf existierende Raum{Zeit{Gebiete

auf der Basis des erw

�

ahnten Systems F

S

ni
ht zu re
htfertigen ist. Da� sie

informell aufgrund der De�nitionen gelten, damit in einer Metatheorie g

�

ultig

sind, zeigt die Ad

�

aquatheit der De�nitionen bez

�

ugli
h der Intuition.

1.5.4 Fiktionen: Ereignisse, die ni
ht statt�nden

Mit

"

Fiktionen\ sind hier nat

�

urli
h �ktive Ereignisse gemeint, die dur
h-

aus eine Rolle spielen: wenn wir uns irren, wenn wir (aus wel
hen Gr

�

unden

au
h immer) f

�

als
hen, wenn wir hypothetis
h denken. Aus systematis
hen

Gr

�

unden ist es g

�

unstig, zun

�

a
hst au
h vergangene und zuk

�

unftige Ereig-

nisse in diesem Zusammenhang zu behandeln (eine andere Interpretation

erhalten sie in Abs
hnitt 3.3.2

�

uber die Konstanz der Wahrheit). Fiktionen

sind, grob gesagt, zumindest jetzt und hier ni
ht realisierte Ereignisse, sie

sind ni
ht, wie die

"

realen\ Ereignisse sind. Die Behandlung der Fiktionen

soll zeigen, in wel
hem Zusammenhang die �ktiven Ereignisse zu den ni
ht{

�ktiven stehen, wel
he Arten von Fiktionen es gibt. Da �ktive Ereignisse

Ereignisse sind, sind sie auf dieselbe Weise zu erhalten wie ni
ht�ktive Er-

eignisse:

�

uber Ereignistermini, deren konstituierende S

�

atze den bekannten

Bedingungen gen

�

ugen. Das hei�t, da� Fiktionen grunds

�

atzli
h aus densel-

ben ontologis
hen St

�

u
ken aufgebaut sind wie andere Ereignisse au
h, aus
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Einzeldingen, die dur
h empiris
he Subjekttermini bezei
hnet werden, die

in Relationen zueinander stehen, wel
he ihrerseits als empiris
he verstanden

werden. Insofern sie Token sind, sind sie r

�

aumli
h und zeitli
h lokalisiert. Die

si
herli
h einfa
hste Art, zu Fiktionen zu kommen, ist daher zu de�nieren:

De�nition 27

Ein Ereignis � ist eine Fiktion genau dann, wenn � ni
ht existiert.

Sowohl Token als au
h Typen k

�

onnen Fiktionen sein, wobei gilt, da� ein

�ktiver Typ auss
hlie�li
h �ktive Instanzen hat und jedes Ereignis Fiktion

ist oder ni
ht ist und niemals beides. Interessantere Objekte erh

�

alt man,

indem existierende Token �ktiven Charakter dadur
h bekommen, da� sie in

andere Raum{Zeit{Gebiete vers
hoben werden:

De�nition 28

Ein Token �(t) ist Fiktion in einem Raum{Zeit{Gebiet t genau dann, wenn

�(t) ni
ht in t statt�ndet, und es ein t

0

so gibt, da� �(t

0

) statt�ndet.

Sol
he Fiktionen in einem Raum{Zeit{Gebiet sind ni
htexistierende Token

eines existierenden Typs, sie sind eng verwandt mit existierenden, in ei-

nem anderen Raum{Zeit{Berei
h statt�ndenden Token. Fiktionen in einem

Raum{Zeit{Gebiet sind immer Fiktionen. Sie spielen innerhalb der Fiktio-

nen eine besondere Rolle, weil sie grunds

�

atzli
h aus denselben

"

Bausteinen\

bestehen, aus denen die existierenden Token bestehen: aus Einzeldingen und

Eigens
haften, die es irgendwann und irgendwo gibt (oder gegeben hat). Das

ist o�ensi
htli
h ni
ht bei allen Fiktionen der Fall. Unter den Fiktionen in

einem Raum{Zeit{Gebiet sind au
h die zuk

�

unftigen und die vergangenen

Ereignisse, die entspre
henden De�nitionen liegen auf der Hand.

Alle Fiktionen unters
heiden si
h von den existierenden Ereignissen vor

allem dadur
h, da� sie wesentli
h unbestimmter sind. Ein singul

�

arer Er-

eignisterminus, der ein existierendes Token bezei
hnet, bezei
hnet das Er-

eignistoken in seiner vollen Konkretheit, mit allen seinen wesentli
hen und

unwesentli
hen Eigens
haften und Bestandteilen. Ein ni
htexistierendes To-

ken wie

"

das Ereignis, da� Brutus den Caesar 1998 in Berlin ersti
ht\ hat

ebenfalls eine ganze Reihe von ni
htgenannten Details, die regelm

�

a�ig bei

der Benutzung des Terminus mitgemeint sind: da� Brutus eine Sti
hwa�e in

der Hand h

�

alt, da� Caesar ans
hlie�end tot ist und andere. Ob Brutus aber

einen Dol
h hatte, wel
he Kleidung die beiden trugen, wie sp

�

at genau am

Tage es war und ob Caesar seine ber

�

uhmten Worte no
h spre
hen konnte,

das ist ni
ht klar. In diesem Sinne sind �ktive Token au
h Gesamtheiten von

Varianten, die bei Bedarf ausgestaltet werden k

�

onnen. Um eine s
h

�

one Ana-

logie von Goodman zu benutzen (vgl. [35℄), kann man si
h Bilder vorstellen.
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Genau wie dur
h ein Bild eine bestimmte Situation in einigen Details fest-

gelegt ist, in anderen ni
ht, ist das mit konstituierenden fals
hen S

�

atzen der

Fall. Ob man si
h nun ents
hlie�t, ni
ht festgelegte Details o�en zu lassen

oder sie beliebig festzulegen, spielt f

�

ur den Ereignisbegri� keine Rolle.

1.5.5 Die Modalit

�

aten: Ereignisse, die m

�

ogli
h sind

Kann man von m

�

ogli
hen, notwendigen, unm

�

ogli
hen Ereignissen spre
hen?

Gibt es sol
he Ereignisse? Der erste beste Zugang zu diesen Fragen ist wenig

spektakul

�

ar: da si
h in der Modallogik

�

ubli
herweise die modalen Operatoren

auf Aussagen beziehen, s
heint es sinnvoll, den modalen Status der Aussagen

auf die Ereignisse direkt zu

�

ubertragen. Auf der Basis einer Modallogik L,

die die Operatoren 2 und 3 f

�

ur notwendig und m

�

ogli
h enth

�

alt, l

�

a�t si
h

de�nieren:

De�nition 29 (Versu
h!)

Ein Ereignis sA ist notwendig (m

�

ogli
h, unm

�

ogli
h) bez

�

ugli
h L genau dann,

wenn 2A (3A, �3A) Theorem in L ist.

Na
h der ersten Bedingung in der De�nition 5, der De�nition von Ereigni-

stermini, sollen jedo
h sowohl logis
h und analytis
h wahre als au
h logis
h

und analytis
h fals
he S

�

atze von der Ereignisterminusbildung ausges
hlos-

sen sein. In einer Modallogik mit dem Anspru
h auf ad

�

aquates intuitives

Verst

�

andnis der modalen Operatoren sind aber genau dies die S

�

atze, die mit

den modalen Pr

�

a�xen 2 beziehungsweise �2 beweisbar sein sollen | und

damit keine Ereignisse konstituieren. Dana
h gibt es also keine notwendigen

oder unm

�

ogli
hen Ereignisse im Sinne der eben formulierten De�nition: alle

Ereignisse sind m

�

ogli
h, aber keines notwendig. Das entspri
ht dur
haus al-

lem, was na
h den Festlegungen f

�

ur den hier verwendeten Ereignisbegri� zu

erwarten ist: Ereignisse sind keine logis
hen Entit

�

aten. Umgangsspra
hli
h

werden aber S

�

atze wie

"

Der Tod eines jeden Mens
hen ist unauswei
hli
h\

oder

"

Ein Supergau in diesem Kraftwerk ist unm

�

ogli
h\ sinnvoll verwendet.

Hier geht es um einen anderen Typ von Modalit

�

at.

�

Uber die Notwendigkeit und M

�

ogli
hkeit von Ereignissen wird gew

�

ohn-

li
h mit Bezug auf zuk

�

unftige Ereignisse gespro
hen, die Sees
hla
ht des

Aristoteles ist das klassis
he Beispiel. (Aristoteles diskutiert am Beispiel des

Satzes

"

Morgen �ndet eine Sees
hla
ht statt\ die Frage, ob S

�

atze

�

uber die

Zukunft (heute s
hon) Wahrheitswerte haben.) Es lassen si
h lei
ht Bedin-

gungen angeben, unter wel
hen der modale Status von dem

"

Ereignis, da�

es morgen eine Sees
hla
ht gibt\ unters
hiedli
h bewertet wird:
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Wenn die Flotten, um die es geht, aufgrund ihrer Ges
hwin-

digkeit fr

�

uhestens

�

ubermorgen aufeinandersto�en k

�

onnen, so ist

"

das Ereignis, da� es morgen eine Sees
hla
ht gibt\ unm

�

ogli
h.

Wenn es 23.59 Uhr ist, die Angri�sbefehle bereits gegeben sind

und bei spiegelglatter See die Flotten, um die es geht, s
hon

g

�

unstige Entfernungen errei
ht haben, so ist

"

das Ereignis, da�

es morgen eine Sees
hla
ht gibt\ notwendig.

Wenn alle Vorbereitungen getro�en sind und der Angri�sbefehl

f

�

ur den n

�

a
hsten Tag nur no
h vom Ausgang der Befragung ei-

nes Orakels abh

�

angig ist, so ist

"

das Ereignis, da� es morgen

eine Sees
hla
ht gibt\ m

�

ogli
h | sie �ndet statt im Falle der

positiven Auskunft des Orakels am n

�

a
hsten Morgen.

Mit einer sol
hen Deutung von Modalit

�

aten f

�

ur Ereignisse sind zwei Pro-

bleme verbunden. Das eine besteht in der Formalisierung dieser physis
hen

Modalit

�

aten, darauf wird unter dem Sti
hwort Kausale Notwendigkeit no
h

zur

�

u
kgekommen. Das zweite ist die klassis
he Frage dana
h, ob zuk

�

unftige

| also existierende | Ereignisse ni
ht alle notwendig sind. I
h werde das

im Abs
hnitt zur Zeit beantworten.

1.6 Teilereignisse und ganze Ereignisse

Es sind kaum Ereignisse vorstellbar, die keine Teile haben: Einzelne Vulkan-

ausbr

�

u
he, wissens
haftli
he Diskussionen oder Finanzkrisen sind komplexe

Entit

�

aten, die aus anderen, kleineren Ereignissen bestehen. Diese wieder-

um | das Wegbre
hen eines Teiles des Gipfels, die konkete Argumentation

eines oder einer der Beteiligten an der Diskussion, die Handlungen einer

Firmengruppe beispielsweise | haben selbst Teile: die Bewegungen eines

Felsblo
ks, das Aufstellen einer einzelnen Hypothese, die S
hlie�ung einer

kleinen Fabrik und andere. Ereignisse, die zumindest auf den ersten Bli
k

ni
ht so komplex sind, haben zeitli
he oder r

�

aumli
he Teile: das Ereignis,

da� diese Rose die letzten vier Wo
hen rot war, hat ein Teilereignis in dem,

da� diese Rose die letzten zwei Wo
hen rot war. Nat

�

urli
h gibt es eine prak-

tis
he untere Grenze, bis zu wel
her Teilereignisse no
h sinnvoll betra
htet

werden, sie ist dur
h die Ereignisse selber, die Gr

�

unde ihrer Betra
htung

und den Kontext vorgegeben.

Die beiden Grundintuitionen

�

uber Teile von Ereignissen sind in den eben

erw

�

ahnten Beispielen s
hon verdeutli
ht worden: Ereignisse k

�

onnen Teile

haben, die selber andere Ereignisse sind, un

�

ahnli
h dem Ganzen; und sie
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k

�

onnen Teile haben, die selber glei
hartige Ereignisse sind, unters
hieden

vom Ganzen nur dur
h das Raum{Zeit{Gebiet.

"

Un

�

ahnli
h\ und

"

glei
har-

tig\ sind hier no
h in einem umgangsspra
hli
hen Sinn gebrau
ht, da die

�

Ahnli
hkeit von Ereignissen erst Gegenstand des n

�

a
hsten Abs
hnittes ist.

Das ist weiter ni
ht problematis
h, da der Unters
hied zwis
hen den beiden

Intuitionen gut verst

�

andli
h ist; um ihn au
h spra
hli
h zu fassen, nenne i
h

Ereignisse, die Ganzes bez

�

ugli
h von Teilen im ersten Sinne sind, Aggregate,

und Teile im zweiten Sinne Auss
hnitte. K

�

onnen Aggregate au
h Auss
hnitte

haben? Wenn ein Ereignis als Aggregat bezei
hnet wird, so ist eine Teilung

in Ereignisse anderer Art vorausgesetzt. Allerdings kann dasselbe Ereignis in

vielen F

�

allen au�erdem au
h in Auss
hnitte geteilt werden | die Teilung ist

dann eine andere. Umgekehrt k

�

onnen alle Auss
hnitte eines Ereignisses ein

Ganzes bilden, was bez

�

ugli
h einer anderen Teilung als Aggregat aufgefa�t

werden kann.

1.6.1 Aggregate und ihre Teile

Ereignisse sind Teile eines Aggregates, wenn sie St

�

u
ke einer fortlaufenden

Ges
hi
hte sind, die

�

uber das ganze Ereignis erz

�

ahlt werden kann. Betra
hten

wir ein typis
hes Ereignis, den Untergang der Titani
:

Es beginnt mit dem Zusammensto� mit dem Eisberg, Wasser

dringt in das S
hi� ein, die Pumpen arbeiten erfolglos, die Funker

versu
hen verzweifelt, Hilfe herbeizuholen, na
h einer bestimm-

ten Zeit ist die Titani
 versunken. Zum Untergang der Titani


geh

�

ort si
herli
h au
h: Die Passagiere verlassen das S
hi�, Mr.

X (ein bestimmter Passagier) k

�

ampft im kalten Wasser um sein

�

Uberleben, die Band spielt bis zum Ende.

Die einzelnen St

�

u
ke dieser Ges
hi
hte sind in einigen F

�

allen kausal verbun-

den, in anderen ni
ht. Ein o�ensi
htli
hes Problem besteht im Anfang und

im Ende sol
her Ges
hi
hten: geh

�

ort der Zusammensto� mit dem Eisberg

zum Untergang der Titani
, oder ist er seine Ursa
he; und analog: Geh

�

ort

Mr. Xs Aufenthalt im Wasser zum Untergang der Titani
, oder ist er seine

Wirkung? Dies ist, bezogen auf den Anfang, die Frage, ob der Untergang der

Titani
 mit oder na
h dem Zusammensto� mit dem Eisberg begann, und i
h

habe keine klaren Intuitionen in diesem Fall, der sehr h

�

au�g bei dem Ver-

su
h auftritt, Ereignisse als Aggregate zu betra
hten. Immerhin ma
ht das

Beispiel klar, da� die Ges
hi
hte genau dasselbe Ereignis bezei
hnen soll wie

der Ereignisterminus

"

der Untergang der Titani
\ und da� jedes St

�

u
k der
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Ges
hi
hte ein Teilereignis bezei
hnet. Ereignisse beziehen si
h auf Einzel-

dinge, mit denen etwas ges
hieht. Da die meisten benannten und bes
hriebe-

nen Ereignisse si
h auf mehrere sol
her Einzeldinge beziehen, konstituieren

S

�

atze

�

uber deren Verhalten Teilereignisse im Sinne des Beispiels: die Arbeit

der Pumpen, das Spielen der Band, Mr. Xs S
hwimmen im Wasser und so

weiter. Die Einzeldinge haben selber Teile, entlang derer wiederum Teiler-

eignisse gebildet werden k

�

onnen | und dies ist solange sinnvoll, wie jemand

an ihnen interessiert ist. So kann also festgelegt werden:

De�nition 30

Es sei � = �

1

_

^ : : :

_

^�

n

, wobei

_

^ eine terminibildende Konjunktion ist, f

�

ur

die sinngem

�

a� De�nition 22 gilt. Dann gilt f

�

ur jedes �

i

; 1 � i � n: �

i

ist

Teil von �.

Da die ereigniskonstituierenden S

�

atze identis
her Ereignisse materiell

�

aqui-

valent sind und si
h auf glei
he Raum{Zeit{Regionen beziehen, gilt:

Satz 9

(i) Wenn � Teil von � ist und � existiert, existiert au
h �.

(ii) Wenn � Teil von � ist und � in t statt�ndet, �ndet au
h � in t statt.

1.6.2 Auss
hnitte und ihr Ganzes

Auss
hnitte sind ebenfalls Teile im Sinne der De�nition 30. Zus

�

atzli
h soll

allein gefordert werden, da� si
h die Ereignisse �

1

bis �

n

auss
hlie�li
h dur
h

ihre Raum{Zeit{Gebiete unters
heiden: die glei
hen Gegenst

�

ande stehen in

den glei
hen Relationen zueinander, nur eben zu unters
hiedli
hen Zeiten

oder an anderen Orten. Typis
he Beispiele f

�

ur diesen Fall sind andauernde

Ereignisse, wie

"

das Ereignis, da� John von Mitterna
ht bis 8 Uhr morgens

s
hl

�

aft\ | f

�

ur jeden Zeitraum zwis
hen Mitterna
ht und 8 Uhr morgens

gilt, da� John in ihm s
hl

�

aft (es ist nat

�

urli
h hier vorausgesetzt, da� John

tats

�

a
hli
h die ganze Zeit s
hl

�

aft). Im Gegensatz dazu hat

"

die Konferenz am

17. November\ zwar ebenfalls Auss
hnitte, ist aber wegen der Mittagspause

ni
ht andauernd. Diese Intuitionen lassen si
h klar fassen:

De�nition 31

Ein Ereignis �(t) ist kontinuierli
h in einem Raum{Zeit{Gebiet t, wenn f

�

ur

alle t

1

, t

1

v t, ein Auss
hnitt von � statt�ndet.

Allein r

�

aumli
he und allein zeitli
he Kontinuit

�

at f

�

ur Ereignisse sind lei
ht

zu de�nieren.
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Zeitli
h kontinuierli
he Ereignisse sind Zust

�

ande, die allerdings dur
haus

dynamis
her Art sein k

�

onnen:

"

das Ereignis, da� ein (bestimmter) Luftbal-

lon in einem Zeitraum w

�

a
hst\ (weil er aufgeblasen wird), ist ein Zustand

des Wa
hsens. Ist der ereigniskonstituierende Satz A eines Ereignisses �(t)

ein pr

�

adikativer Satz (das hei�t, er enth

�

alt nur Termini und einen der Pr

�

adi-

kationsoperatoren, viellei
ht Quantoren, aber keine aussagenlogis
hen Ope-

ratoren), und ist �(t) in einem bez

�

ugli
h der zeitli
hen Komponente von t

zusammenh

�

angenden Gebiet realisiert, dann gilt: �(t) ist ein Zustand.

Ein Exkurs: Ver

�

anderungen

Auf der Ebene pr

�

adikativer Aussagen l

�

a�t si
h eine Basisidee f

�

ur Ver

�

ande-

rungen lei
ht de�nieren. Eine elementare Ver

�

anderung liegt vor, wenn einem

Objekt ein Pr

�

adikat ni
ht mehr zugespro
hen oder abgespro
hen wird be-

ziehungsweise nun neuerdings zugespro
hen oder abgespro
hen wird. Um

eine einfa
he Ver

�

anderung handelt es si
h, wenn es si
h um genau ein Pr

�

adi-

kat handelt. Ver

�

anderungen sind Ereignispaare, die einfa
he und elementare

Ver

�

anderungen eins
hlie�en:

De�nition 32

Es sei � das Ereignis �

1

(t)^ : : :^�

n

(t). Das Ereignis � kann als Aufz

�

ahlung

aufgefa�t werden oder aber als Ganzes der �{Ereignisse, A

1

. . .A

n

seien

entspre
hend die ereigniskonstituierenden S

�

atze. �

0

sei das Ereignis �, jedo
h

zu einer Zeit t

0

sp

�

ater als t, und genau eines der Teilereignisse sei dur
h

das ersetzt, was dur
h die Negation des konstituierenden Satzes des anderen

konstituiert wird. Dann gilt:

(i) h�; �

0

i ist eine elementare Ver

�

anderung von t na
h t

0

.

(ii) h�; �

0

i ist eine einfa
he Ver

�

anderung von t na
h t

0

.

(iii) Jedes Ereignis, wel
hes eine elementare oder einfa
he Ver

�

anderung

zum Teil hat, ist eine Ver

�

anderung.

Sol
he Ver

�

anderungen lassen si
h auf vielf

�

altige Weise konkretisieren: t und

t

0

k

�

onnten einen gemeinsamen Punkt als End- beziehungsweise Anfangs-

punkt des zeitli
hen Intervalls haben, in wel
hem sowohl Zus
hreiben als

au
h Abspre
hen fals
h sind; ein gemeinsamer Ort f

�

ur die beiden Teiler-

eignisse k

�

onnte gefordert werden; die geforderte zeitli
he Ri
htung k

�

onnte

freigegeben werden und anderes mehr. Die De�nition 32 �xiert nur einen

sehr allgemeinen Begri� von Ver

�

anderung: jeder Verlust oder Erwerb einer

Eigens
haft in der Zeit ist eine sol
he. Entstehen und Vergehen sind

�

uber
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Ver

�

anderungen mit einbezogen, in denen nur ein � vorkommt. Na
h De�ni-

tion k

�

onnen sol
he Ver

�

anderungen lei
ht als Aggregate interpretiert werden.

Die L

�

osung des Cambridge{Change{R

�

atsels

Mit Ver

�

anderungen als Ereignissen sind spezielle Probleme verbunden. Eines

der meistdiskutierten (h

�

au�g unter dem Sti
hwort

"

Cambridge Change\)

besteht im wesentli
hen in der Frage, wo genau denn die Ver

�

anderungen

statt�nden. In der De�nition 32 wurde ni
ht di�erenziert, ob das Pr

�

adikat

der konstituierenden Aussage einstellig oder mehrstellig ist.

Sokrates' Tod als Ver

�

anderung l

�

a�t si
h als Paar folgenderma�en

darstellen: hs(lebt (v)(t)); s(� lebt (v)(t

0

))i. Wenn die r

�

aumli
he

Komponente in

�

Ubereinstimmung mit dem Spra
hgebrau
h fest-

gelegt wird, meint man si
her so etwas wie

"

auf der Erde\. Auf

die Frage, wo genau denn aber die Ver

�

anderung vonstatten geht,

kann man antworten: In Sokrates' K

�

orper. Er lebte dort, wo sein

K

�

orper ist, er ist dort au
h gestorben. Xanthippes Verwitwen da-

gegen bereitet S
hwierigkeiten: Sie wird s
hon in Grie
henland

Witwe, aber wo genau? Dort, wo sie ist, ni
ht, denn mit ihr ge-

s
hieht ja gar ni
hts | die Ver

�

anderung ist rein

�

au�erli
h f

�

ur

sie. Dort, wo Sokrates stirbt, au
h ni
ht, denn es ist s
hlie�li
h

Xanthippes Verwitwen. Sokrates' Tod ist au
h ni
ht die Ursa
he

f

�

ur Xanthippes Verwitwen, denn sonst h

�

atten wir einen Fall von

momentaner, o�ensi
htli
h au�erhalb der Zeit verlaufender Ver-

ursa
hung vorliegen | na
h De�nition ist Xanthippe von dem

Moment an Witwe, in wel
hem Sokrates stirbt. Viellei
ht, so

wird argumentiert, ist Xanthippes Verwitwen gar kein e
htes,

kein

"

gutes\ Ereignis, sondern nur ein nominales.

Das R

�

atsel wird

�

ubersi
htli
her, wenn man si
h die Frage stellt, wo ei-

gentli
h Xanthippe und Sokrates verheiratet sind? Wo ist Adam gr

�

o�er als

Mary? Jede ri
htige Antwort mu� den Ort von Xanthippe und Sokrates,

von Adam und Mary eins
hlie�en. Witwe werden mu� so

�

ahnli
h behandelt

werden: Es ist die Ver

�

anderung vom Mit{jemandem{verheiratet{Sein zum

Mit{niemandem{verheiratet{Sein, und zwar eins
hlie�li
h eines bestimmten

Todesfalls. Was hier vor si
h geht, ist also g

�

unstig als Tripel darzustellen:

hs(9x verheiratet(v

0

; x)(t)); s(�9x verheiratet(v

0

; x)(t

0

)); s(stirbt(v

00

)(t

00

))i

(mit einer o�ensi
htli
hen Bedingung bez

�

ugli
h der t). Wie klein au
h die

Orte gew

�

ahlt werden, sie werden sowohl Xanthippes als au
h Sokrates' Auf-

enthaltsort zum Zeitpunkt seines Todes umfassen. Damit ist ebenfalls das
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erstrebenswerte Ergebnis �xiert, da� Sokrates' Tod ni
ht dasselbe Ereig-

nis ist wie Xanthippes Verwitwen. Xanthippes Verwitwen ist ontologis
h

abh

�

angig von Sokrates' (genauer: ihres Mannes) Existenz, da die Existenz

aller Teile Voraussetzung f

�

ur die Existenz des Aggregats ist und zwei der

Teilereignisse Sokrates' Existenz pr

�

asupponieren.

Ein Exkurs: Teile von Einzeldingen

Stills
hweigend wurde bis zu diesem Exkurs vorausgesetzt, da� Ereignisse

sowohl r

�

aumli
he als au
h zeitli
he (und andere) Teile haben. Das ist ni
ht

unumstritten, h

�

au�g wird angenommen, da� Dinge r

�

aumli
he, aber keine

zeitli
hen Teile besitzen (der Arm am K

�

orper, aber ni
ht die ersten f

�

unf

Minuten des Tis
hes), w

�

ahrend Ereignisse si
h gerade dadur
h auszei
hnen,

da� sie zeitli
he, aber keine r

�

aumli
hen Teile haben (die ersten Wo
hen

des II. Weltkrieges, aber ni
ht der Teil der Ho
hzeit von Adam und Mary,

wo Adam si
h be�ndet). I
h m

�

o
hte daf

�

ur argumentieren, da� dies ni
ht

so ist: Wir k

�

onnen sinnvoll

�

uber zeitli
he Teile von Dingen und r

�

aumli
he

von Ereignissen spre
hen, wir k

�

onnen nur ni
ht in jedem Kontext (oder

kontextfrei) sinnvoll

�

uber beliebige sol
he Teile spre
hen. Wir k

�

onnen aber

au
h ni
ht sinnvoll

�

uber beliebige r

�

aumli
he Teile von Gegenst

�

anden und

beliebige zeitli
he von Ereignissen spre
hen, no
h lassen si
h beispielsweise

beliebige Gegenst

�

ande zu einem

"

r

�

aumli
hen Ganzen\ zusammenfassen.

Die Antwort auf die { zugegeben, einigerma�en alberne { S
herz-

frage, was das sei, worauf man si
h setzen, worauf man etwas

stellen und womit man si
h die Z

�

ahne putzen kann, lautet:

"

ein

Stuhl, ein Tis
h und eine Zahnb

�

urste\. Wir sind bereit, vier Bei-

ne und eine Platte als einen Gegenstand, als Tis
h n

�

amli
h, zu

betra
hten, ni
ht aber beliebige Zusammenstellungen von Ge-

genst

�

anden. Wir sind bereit, Sokrates' Arm als Teil von Sokra-

tes zu betra
hen, sind aber ni
ht ohne weiteres bereit, ein St

�

u
k

von einem Zahn, vom Kiefer und von der Zunge, au
h wenn sie

r

�

aumli
h zusammenh

�

angend sind, als ein Ding anzuerkennen.

Die Beispiele zeigen nur, da� Teile von Gegenst

�

anden ni
ht allein r

�

aum-

li
h, sondern unter Ber

�

u
ksi
htigung au
h weiterer Kriterien betra
htet wer-

den. Dies gilt selbstverst

�

andli
h au
h f

�

ur Ereignisse: Es ist nur unter ganz

bestimmtem Bli
kwinkel sinnvoll, von der Zerst

�

orung einer Stadt in einem

Wohnzimmer, oder von Adams und Marys Ho
hzeit in deren Garten zu spre-


hen, au
h wenn das Wohnzimmer in der Stadt liegt und die Ho
hzeit au
h

im Garten gefeiert wurde. Dagegen ist es beispielsweise v

�

ollig

�

ubli
h,

�

uber
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den II. Weltkrieg auf dem Balkan oder die Weltwirts
haftskrise in Italien zu

reden. Diese Redeweise ist so landl

�

au�g, da� die entspre
henden Entit

�

aten

| r

�

aumli
he Teile des Weltkrieges oder der Wirts
haftskrise | wesentli
h

lei
hter anerkannt werden als zeitli
he Teile von Gegenst

�

anden.

Die Diskussion um zeitli
he Teile von Dingen und Ereignissen ist mit

dem Problem der Ver

�

anderung verbunden: Dinge k

�

onnten si
h in der Zeit

ver

�

andern, h

�

atten aber keine zeitli
hen Teile, w

�

ahrend Ereignisse zeitli
he

Teile h

�

atten, si
h aber ni
ht ver

�

andern k

�

onnten. Ri
htig s
heint mir, da� das

Problem der Ver

�

anderung und das der zeitli
hen Teile tats

�

a
hli
h zusam-

menh

�

angen. Oben wurde ein Grundverst

�

andnis von Ver

�

anderung expliziert,

was wohl weithin unkontrovers ist: Zuspre
hen oder Abspre
hen einer Ei-

gens
haft ist (sp

�

ater) ni
ht mehr der Fall, oder Zuspre
hen oder Abspre
hen

tritt (neu) ein. O�ensi
htli
h sind das genau die Punkte, an denen zeitli
he

Teile der Einzeldinge gebildet werden k

�

onnen. Wir k

�

onnen beispielsweise

den Gegenstand mit und den ohne diese Eigens
haft betra
hten und haben

damit zeitli
he Teile gebildet. Nur wenn zeitli
he Teile von Einzeldingen,

von Dingen und Ereignissen, gebildet werden k

�

onnen, kann widerspru
hsfrei

das Zukommen und das Ni
ht{Zukommen ein und derselben Eigens
haft be-

hauptet werden | dies wu�te s
hon Aristoteles. Die De�nition 32 l

�

a�t v

�

ollig

o�en, ob es si
h in den �{S

�

atzen um wel
he

�

uber Tis
he und Zahnb

�

ursten

oder sol
he

�

uber Kriege und Ho
hzeiten handelt. So kann beispielsweise ein

Erw

�

armen (eines Metallstabes viellei
ht) zun

�

a
hst langsam und dann sehr

viel s
hneller vor si
h gehen, eine Feier zun

�

a
hst im Garten und dann im

Haus statt�nden. Der Einwand, da� es si
h im letzten Fall um zwei

"

Teilfei-

ern\ handelt | eine im Garten und eine im Haus |, tri�t ni
ht. In jedem

Fall hat die Feier einen Ort, an dem sie statt�ndet, hat die Erw

�

armung

eine Ges
hwindigkeit, mit der sie vor si
h geht. Nat

�

urli
h kann dies in Ter-

mini von Teilen von Ereignissen analysiert werden, aber ebensogut eben

in Termini von Ver

�

anderungen in bestimmten Eigens
haften. Wenn Ereig-

nisse Eigens
haften haben k

�

onnen, gibt es keinen Grund, warum sie ni
ht

diese Eigens
haften in we
hselnden Intensit

�

aten, Auspr

�

agungen und so fort

haben k

�

onnen. Dasselbe gilt f

�

ur Dinge, beispielsweise Personen. Sokrates'

Alter ver

�

andert si
h Zeit seines Lebens, genausogut l

�

a�t si
h dies bei Bedarf

aber in zeitli
hen Teilen seiner Person analysieren.

Im

�

ubrigen l

�

a�t si
h folgendes von der Ereignisontologie vollkommen

unabh

�

angige Argument f

�

ur Zeitteile von Dingen angeben.

Der Bedeutungseins
hlu� und singul

�

are Termini

Betra
hten wir zwei Beispiele:
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(i) Die Folge genereller Subjekttermini Lebewesen { Mens
h

{ erwa
hsener Mens
h { erwa
hsener kluger Mens
h { er-

wa
hsener kluger afrikanis
her Mens
h . . . kann dur
h Ein-

s
hr

�

ankung des Ausgangsterminus gebildet werden. Dabei

funktioniert ein entspre
hender Operator so, da� stets gilt:

Der einges
hr

�

ankte Terminus s
hlie�t den Ausgangstermi-

nus ein und bleibt ein genereller Terminus. Mit der Ausnah-

me von Pleonasmen (S
himmel { wei�er S
himmel) handelt

es si
h um einen strengen Bedeutungseins
hlu�, das Resul-

tat kann | ab einer bestimmten Stelle | selbstverst

�

and-

li
h aktuell einen einzelnen Gegenstand bezei
hnen, ist aber

ni
ht singul

�

ar. Die Folge Lebewesen { Hund { Hund von

Frau S
hmidt { s
hwarzer Hund von Frau S
hmidt ist eine

weitere Folge dieser Art.

(ii) Die Folge von singul

�

aren Subjekttermini Sokrates { wei�-

haariger Sokrates { wei�haariger Sokrates, den S
hierlings-

be
her trinkend { wei�haariger Sokrates, den S
hierlings-

be
her im Gef

�

angnis trinkend . . . ist tats

�

a
hli
h eine Fol-

ge singul

�

arer Termini. Sollte hier Bedeutungseins
hlu� vor-

liegen, so w

�

are das sofort au
h Bedeutungsglei
hheit. Da

die Bedeutungsglei
hheit im Gegensatz zum Bedeutungs-

eins
hlu� eine

�

Aquivalenzrelation ist, w

�

urde die Folge So-

krates { 6-j

�

ahriger Sokrates { kurznasiger 6-j

�

ahriger Sokra-

tes gemeinsam mit der ersten oben zum o�ensi
htli
h un-

sinnigen Resultat f

�

uhren: Der kurznasige 6-j

�

ahrige Sokrates

ist der wei�haarige Sokrates, der den S
hierlingsbe
her im

Gef

�

angnis trinkt.

O�enbar werden dur
h das Hinzuf

�

ugen von Merkmalen zu singul

�

aren Sub-

jekttermini also ni
ht wie viellei
ht erwartet Termini gebildet, die erstere der

Bedeutung na
h eins
hlie�en. Intuitiv m

�

ussen aber die glei
hen Eigens
haf-

ten vorliegen wie beim Bedeutungseins
hlu� bez

�

ugli
h der generellen Ter-

mini: bei tautologis
her Eins
hr

�

ankung Re
exivit

�

at, in den anderen F

�

allen

Asymmetrie und generell Transitivit

�

at. Eine Teil{Ganzes{Relation leistet

daf

�

ur alles Erforderli
he. Genidentit

�

at, um einen im gegebenen Zusammen-

hang h

�

au�g verwendeten Begri� zu zitieren, hei�t dann ni
hts anderes, als

zeitli
he Teile eines Gegenstands zu sein. Sol
he zeitli
hen Teile von Perso-

nen k

�

onnen in vielen F

�

allen das tun, was Personen au
h k

�

onnen: aufstehen

und si
h setzen, si
h etwas w

�

uns
hen oder etwas bef

�

ur
hten, weitere zeitli-


he Teile haben. Im Rahmen dieses Zugangs ist es m

�

ogli
h, weitere und au
h

unters
hiedli
he Anforderungen an zeitli
he Teile von Dingen zu stellen (die
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Existenz eines ersten Teiles, Di
hte der zeitli
hen Teile und so fort), die aber

hier kein Thema sind.

1.6.3 Disjunktive Ereignisse

Die bisher betra
hteten aus Teilen zusammengesetzten Ereignisse sind kon-

junktiv zusammengesetzt, aufgrund der Eigens
haften der Konjunktion und

der De�nition von Existenz von Ereignissen gilt, da� mit den Ereignissen alle

ihre Teile existieren. Umgekehrt ist es nat

�

urli
h m

�

ogli
h, beliebige existieren-

de Ereignisse zu existierenden Aggregaten zusammenzusetzen | au
h wenn

das h

�

au�g sinnlos ist. Disjunktiv zusammengesetzte Ereignisse

"

bestehen\

ni
ht

"

aus\ den Ereignissen, die dur
h die Disjunktionsglieder konstituiert

werden, die letzteren sind keine Teile der ersten. Der Grund, warum sie hier

behandelt werden, liegt in dieser Aussage: sie sind irgendwie zusammenge-

setzt, daher werden sie an dieser Stelle diskutiert; sie sind ni
ht so intuitiv

klar wie die konjunktiv zusammengesetzten, daher werden sie

�

uberhaupt

diskutiert. Im Abs
hnitt zu Russells Verst

�

andnis von

"

Fakt\ wird darauf

verwiesen, da� dieser disjunktive Fakten ni
ht anerkennt. Allerdings l

�

a�t er

disjunktive Strukturen innerhalb genereller Fakten wieder zu, so da� seine

Ablehnung ni
ht v

�

ollig konsequent ist.

Disjunktive Ereignisse spielen insbesondere bei der Hypothesenbildung

(bez

�

ugli
h zuk

�

unftiger Ereignisse oder | bei ni
ht vollkommenen Kenntnis-

sen | bez

�

ugli
h eventueller vergangener Ereignisse) eine Rolle. Sol
he F

�

alle

treten in ganz gew

�

ohnli
hen Alltagssituationen auf, mit denen Mens
hen

jederzeit umgehen:

"

Wenn Adam als n

�

a
hstes den Bauern oder die Dame

zieht, ist das f

�

ur John Grund genug f

�

ur sofortiges Aufgeben\,

"

Da Adam

gewonnen hat, hat er ge

�

ubt oder betrogen\ oder

"

Wenn wir jetzt mit dem

Spiel beginnen, kommt Adam oder John\. Werden die konkreten Zusam-

menh

�

ange betra
htet, die zwis
hen den Ereignissen vorliegen, wird der we-

sentli
he Einwand gegen disjunktive Ereignisse in Kausalzusammenh

�

angen

klar, n

�

amli
h da� die jeweils andere Alternative ni
ht kausal relevant ist.

Adam kann als n

�

a
hstes nur entweder den Bauern oder die Dame ziehen,

so ist es also nur dieser Zug, der real zum Aufgeben f

�

uhrt. Nat

�

urli
h kann

er sowohl ge

�

ubt als au
h betrogen haben, um gegen John zu gewinnen |

aber dann ist es das konjunktive Ereignis, aus Teilen bestehend, was Ur-

sa
he war (falls beide Teile notwendig waren), oder eines der beiden oder

beide einzeln, die als Ursa
he anzusehen sind.

�

Ahnli
h ist es mit einer dis-

junktiven Wirkung im dritten Beispiel. Die Frage ist also: gibt es Gr

�

unde,

disjunktive Ereignisse

�

uberhaupt zuzulassen, wenn man im Einzelfall ohne

sie auskommt? Die beiden Argumente f

�

ur eine positive Antwort sind fakti-
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s
her Natur: wir verwenden Ereignistermini, die o�ensi
htli
h auf disjunkti-

ve Strukturen zur

�

u
kgreifen; und wir betra
hten und diskutieren au
h F

�

alle

von

"

alternativer Kausalit

�

at\. Das soll an zwei Beispielen gezeigt werden.

Das erste Beispiel beruht auf einer Idee von Frank aus [29℄ (S. 210). Es

sei die Anordnung in Bild 1.2 gegeben:

Abbildung 1.2: Boxen s
hieben mit Frank | S
hieben wir die linke weit

genug na
h re
hts, werden die anderen mitges
hoben.

Die drei Boxen lassen si
h auf der S
hiene (zumindest ein St

�

u
k weit)

unabh

�

angig voneinander bewegen. Dann lassen si
h unter anderem folgende

beiden Ereignisse betra
hten:

"

das Ereignis, da� si
h alle drei Boxen in glei-


her Ri
htung bewegen\ und

"

das Ereignis, da� si
h ni
ht alle drei Boxen

in glei
her Ri
htung bewegen\. Beide Ereignisse k

�

onnen perfekt in kausale

Strukturen eingebunden sein, so k

�

onnte etwa das erste die Wirkung eines

bestimmten einges
halteten elektromagnetis
hen Feldes und die Ursa
he f

�

ur

das Ereignis sein, da� die Boxen ni
ht zusammensto�en. Intuitiv ist das erste

Ereignis aber dasselbe wie das

"

Ereignis, da� si
h alle drei Boxen na
h links

oder alle drei Boxen na
h re
hts bewegen\, und das zweite Beispielereignis

ist dasselbe wie das, wel
hes mit Hilfe einer (o�ensi
htli
hen) se
hsgliedrigen

Disjunktion gebildet wird.

Das zweite Beispiel soll mit einer Warnung versehen werden: es geht im fol-

genden ni
ht um die Ents
heidung, ob und wel
he Kausalverh

�

altnisse vorlie-

gen, und erst re
ht ni
ht um die Frage von S
huld oder Zure
henbarkeit. Es

geht allein darum, da� disjunktive Ereignisse in Er

�

orterungen vorkommen.

Der

"

S
hrottplatzfall\ auf Seite 90 ist einer von vielen, die als Beispiele bei

der Behandlung von dyadis
hen Fallsystemen im Strafre
ht von Joerden in

[44℄ (vgl. S. 152 �.) angef

�

uhrt werden:

Das von einem Elektromagneten festgehaltene S
hrottpaket f

�

allt auf die

unter ihm stehende Person, wenn einer oder beide der S
halter ge

�

o�net wer-

den. Beide sollen glei
hzeitig von vers
hiedenen Personen ge

�

o�net worden

sein, dann ist keine der beiden Handlungen notwendig f

�

ur den Tod des Op-

fers. Joerden weist aber darauf hin, da� man nat

�

urli
h die beiden Handlun-

gen zu einem

"

Gesamtsa
hverhalt\, wie er es nennt, zusammenfassen kann,

der dann auf jeden Fall urs

�

a
hli
h f

�

ur den

"

eingetretenen Erfolg\ ist. Die-

ser Gesamtsa
hverhalt kann ganz o�ensi
htli
h nur ein disjunktives Ereignis



90 KAPITEL 1. EREIGNISSE

u

u

u

u

j
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Abbildung 1.3: Der S
hrottplatzfall | Glei
hzeitiges, voneinander un-

abh

�

angiges Unterbre
hen des Strom
usses l

�

a�t die Last st

�

urzen.

sein.

Ein letztes Argument zugunsten disjunktiver Ereignisse ist eher te
h-

nis
her Art. Im weiteren wird daf

�

ur pl

�

adiert werden, negative Ereignisse

zuzulassen. Aufgrund der hier gew

�

ahlten De�nitionen ist es jedo
h so, da�

im Rahmen des vorliegenden Zugangs die

"

Ereignisnegationen\ von kon-

junktiven Ereignissen disjunktive produzieren:

Es sei s(A^B) ein ni
ht existierendes Ereignis, dann ist A fals
h

oder B fals
h oder beide. Demna
h ist die Aussage �A _ �B

wahr und s(�A_ �B) ist ein existierendes disjunktives Ereignis.

Sofern also negative Ereignisse zugelassen werden, sind disjunktive ni
ht zu

vermeiden.

1.7 Negative Ereignisse in der Welt

F

�

ur die negativen Ereignisse spri
ht in jedem Falle der Fakt, da� sie glei
hbe-

re
htigt an der kausalen Strukturierung der Welt teilnehmen. Mellor bringt

daf

�

ur ein h

�

ubs
hes Beispiel, wennglei
h er andere S
hlu�folgerungen daraus

zieht (vgl. [66℄, S. 132):

Nehmen wir an, Don klettert in den Bergen. Don ruts
ht aus,

kann si
h aber halten. Da das Ganze in gro�er H

�

ohe ges
hah, ist

"

Don ist ni
ht umgekommen, weil er (do
h) ni
ht gefallen ist\

genau so wahr und kausal, wie es

"

Don ist umgekommen, weil er

abgest

�

urzt ist\ im anderen Fall gewesen w

�

are.
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Mellor versu
ht auf den folgenden Seiten zu zeigen, da� Dons Ni
ht-Sterben

kein Einzelding sein kann: wenn er sterben w

�

urde, so w

�

are sein Tod entweder

s
hnell oder langsam | und so f

�

ur alle Einzeldinge und Eigens
haften. Das

Ni
ht-Sterben dagegen sei s
hnell und langsam, da Don weder s
hnell no
h

langsam stirbt. Das ist allerdings kein sorgf

�

altig dur
hda
htes Argument.

Dons Ni
ht-Sterben (im Augenbli
k seines Fast-Sturzes) ist weder s
hnell

no
h langsam, genau wie es weder ehrli
h no
h unehrli
h oder weder dur
h-

da
ht no
h undur
hda
ht ist. Es ist aber beispielsweise erfreuli
h oder uner-

freuli
h und keinesfalls (im glei
hen Zusammenhang, f

�

ur die glei
he Person)

beides gemeinsam. Der Satz

"

Don ist ni
ht s
hnell umgekommen\ konsti-

tuiert au
h ein Ereignis, genau wie

"

Don ist ni
ht langsam umgekommen\.

Diese Ereignisse k

�

onnen beide glei
hzeitig existieren, sie tun es gerade genau

dann, wenn Don

�

uberhaupt ni
ht t

�

odli
h verungl

�

u
kt ist. Mellor verwe
hselt

f

�

ur sein Argument die Stellung der Negationen und den Platz der Attribute

(oder genauer: Abspre
hen und klassis
he Negation).

Demos, dessen Position aus [19℄ von Russell kritisiert wird, bringt bez

�

ugli
h

negativer Fakten ein anderes Argument (was si
h aber lei
ht f

�

ur Ereignis-

se umformulieren l

�

a�t): Jeder negative Fakt sei eine Art Deskription eines

positiven, der mit ersterem in einer Unvereinbarkeitsrelation besteht. Dem-

na
h ist es Adams auf-Arbeit-sein, was sein ni
ht-zu-Hause-sein ausma
ht.

Grzegor
zyk hat dies in eine nahezu aphoristis
he Form gebra
ht: Die zu-

sammengesetzten S

�

atze, s
hreibt er in [36℄, S. 596, sind ni
ht Ergebnis von

Experimenten, sondern entstehen im Denken. Dies betri�t au
h Negationen:

Wir sehen, da� die Zitrone gelb ist, und ni
ht, da� sie ni
ht blau ist.

Es ist immerhin m

�

ogli
h, eine Ontologie auf allein atomaren Fakten (und

einer passenden Logik) aufzubauen (vgl. dazu beispielsweise [95℄), jedo
h

ben

�

otigt man selbst dazu atomare negative Fakten. F

�

ur die Existenz nega-

tiver Ereignisse spri
ht alles das, was f

�

ur die Existenz negativer atomarer

Fakten spri
ht: Diese k

�

onnen sehr wohl wahrgenommen werden, es ist viel

einfa
her, sol
he Entit

�

aten anzunehmen als unspezi�zierte positive Ereignis-

se wie

"

das Ereignis, da� Adam woanders als zu Hause ist\ zuz

�

ugli
h einer

Inkompatibilit

�

atsrelation, wir beziehen uns st

�

andig auf negative Ereignis-

se. Weiterhin sind Ereignisse oben

�

uber die ereigniskonstituierenden S

�

atze

eingef

�

uhrt worden, dies legt eine rein syntaktis
he Behandlung der negati-

ven Ereignisse nahe. Die folgende De�nition bezieht si
h also allein auf die

spra
hli
he Form der konstituierenden S

�

atze:

De�nition 33

Das Ereignis � ist negativ dann und nur dann, wenn der � konstituierende

Satz entweder eine aussagenlogis
he Negation zum Hauptoperator hat, oder
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wenn er ein pr

�

adikativer Satz

�

uber das Abspre
hen einer Eigens
haft (oder

Relation) ist.

F

�

ur nat

�

urli
he Spra
hen werden die entspre
henden nat

�

urli
hspra
hli-


hen Operatoren verwendet, unter Umst

�

anden, indem eine Analysespra
he

gebrau
ht wird. Russell h

�

atte so einen

"

formalen Test\ ni
ht anerkannt, f

�

ur

ihn hat die Frage negativ/positiv etwas mit dem Sinn der Pr

�

adikate zu tun.

Alle folgenden Termini bezei
hnen negative Ereignisse:

(i) das Ereignis, da� Mary die Party ni
ht verl

�

a�t;

(ii) das Ereignis, da� Brutus Caesar ni
ht erw

�

urgt hat;

(iii) das Ereignis, da� es ni
ht so ist, da� Adam

�

Arger hat und

Mary si
h dar

�

uber freut;

(iv) das Ereignis, da� Brutus Caesar ni
ht 1914 ersto
hen hat.

Das Ereignis (i) ist intuitiv das glei
he wie jenes, da� Mary auf der Party

bleibt. Verlassen und bleiben sind sogenannte nat

�

urli
he Antonyme, von de-

nen es no
h eine Reihe anderer gibt. Diese sind dur
h Spra
hregeln, dur
h

Bedeutungspostulate etwa, miteinander verbunden. Das Vorkommen sol
her

nat

�

urli
her Antonyme in den nat

�

urli
hen Spra
hen ist eines der st

�

arksten

Zeugnisse f

�

ur die Verwendung negativer Ereignistermini | s
hlie�li
h ist es

kaum zu erkl

�

aren, warum Marys Bleiben auf der Party ein perfektes exi-

stierendes, vorkommendes und in einem Raum{Zeit{Gebiet instantiiertes

Ereignis sein soll, (i) aber ni
ht. Au
h das Ereignis (ii) hat ein

"

entspre-


hendes\ positives existierendes Ereignis, das n

�

amli
h, da� Brutus Caesar

ersto
hen hat. Allerdings hat erw

�

urgen kein nat

�

urli
hes Antonym (zumin-

dest in den Spra
hen, die i
h kenne), so da� faktis
hes Wissen um Caesars

Tod oder Brutus' Handlungen bei der Beantwortung der Frage na
h der

Existenz von (ii) eine Rolle spielt. Die klassis
he Logik verlangt, den kon-

stituierenden Satz von (iii) als

�

aquivalent zu

"

Adam hat keinen

�

Arger oder

Mary freut si
h ni
ht dar

�

uber\ aufzufassen. Logis
h

�

aquivalente S

�

atze sollen

aber glei
he Ereignisse konstituieren. S
hwierigkeiten bereiten einzig Ereig-

nisse vom Typ (iv). Na
h der De�nition 33 ist das ein negatives Ereignis,

wel
hes wegen der Wahrheit des konstituierenden Satzes au
h existiert.

In diesem Zusammenhang k

�

onnen zwei Einw

�

ande erhoben werden: Zun

�

a
hst

gibt es sehr viele sol
her Ereignisse, sodann sind sie ziemli
h unspezi�s
h

(vgl. f

�

ur eine Diskussion au
h [92℄). Wo und wann �ndet das Ni
ht-Erste
hen

statt? Si
herli
h ni
ht dann und dort, wo Brutus Caesar tats

�

a
hli
h ersta
h.

Prinzipiell k

�

onnte man si
h auf zwei Standpunkte stellen: Negative Ereig-

nisse vom Typ (iv) existieren zwar, kommen aber ni
ht vor. Dann m

�

u�te die
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De�nition des Vorkommens entspre
hend ge

�

andert werden. Oder aber man

l

�

a�t si
h entspre
hend der De�nition darauf ein, da� in jedem Moment an

jedem Platz eine Menge Ereignisse vorkommen, die wir normalerweise ni
ht

registrieren: da� Brutus jetzt gerade hier ni
ht Caesar ersti
ht, da� jetzt ge-

rade hier kein Apfel auf Newtons Kopf f

�

allt und so fort. Dazu kommen alle

die Dinge, die jetzt passieren k

�

onnten, aber ni
ht ges
hehen: da� es gerade

ni
ht geknallt hat, da� i
h ni
ht vom Stuhl aufgestanden bin, da� niemand

mi
h angerufen hat und vieles mehr. Im Rahmen der Moralphilosophie oder

der Soziologie werden sol
he negativen Ereignisse als Unterlassungen inter-

essant. Geser nennt diese Entit

�

aten bezei
hnenderweise Ni
htereignisse und

S
hattenwesen (vgl. [32℄ und [33℄) und s
hl

�

agt vor, ihnen

"

ontis
he Qualit

�

at\

abzuspre
hen. Stattdessen sollten Ni
htereignisse aus einer Erwartungshal-

tung heraus, mit einer Zwe
kperspektive oder

�

ahnli
hem betra
htet werden

([32℄, S. 646 f., 650). In unserer Gesells
haft wird erwartet, da� jeder Versu
h

zur Rettung mens
hli
hen Lebens unternommen wird | und so wird das Er-

eignis, da� Mary ni
ht ins Wasser sprang um Adam zu retten, tats

�

a
hli
h

zu einem

"

Ereignis\. Wenn Wahlen angesetzt sind, ist es ein Ereignis, ni
ht

w

�

ahlen zu gehen; am Tag darauf (da sind keine Wahlen) ist es kein Ereignis,

ni
ht zur Wahl zu gehen. Prinzipiell halte i
h dies f

�

ur eine gute Bes
hreibung

dessen, na
h wel
hen Kriterien Mens
hen Ereignistermini bilden (unter an-

derem eben au
h negative) und damit Ereignisse

"

aus dem kontinuierli
hen

Film der Erfahrung\ herausgreifen. In Ur
hs' Modell von Ereignissen (vgl.

Abs
hnitt 2.7) gibt es keine S
hwierigkeit, so etwas zu explizieren: Man
he

Ereignisse ers
heinen auf dem S
hirm, man
he ni
ht. Im Rahmen der hier

ausgearbeiteten Konzeption k

�

onnen alle diese S
hattenwesen benannt und

gebildet werden, m

�

ussen aber ni
ht.

Morris ma
ht in einer kurzen Arbeit nebenbei auf ein wi
htiges und

interessantes Problem aufmerksam (vgl. [69℄). Er bringt folgendes Beispiel:

Wenn wir behaupten

"

Charles hat Dienstag Abend kein Abend-

brot bekommen\, dann verp
i
htet uns dieser Satz zu keinerlei

Existenzbehauptungen. Charles mu� es ni
ht geben, alle k

�

onnen

ohne Abendbrot gegangen sein | ja, der Satz kann sogar in ei-

nem

"

Nulliversum\ wahr sein, in dem gar ni
hts existiert. ([69℄,

S. 322)

Abgesehen vom in diesem Zusammenhang unwesentli
hen Einwand, da� zu-

mindest die klassis
he Semantik ni
ht mit einem

"

Nulliversum\ umgehen

kann, ist dies ein haariges Beispiel. Morris' L

�

osung des Problems besteht

darin, da� er einfa
h die negativen Ereignisse aus der Ontologie herauswirft,
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und da (positive) Ereignisse ni
ht prinzipiell von anderem Typ sind, die-

se glei
h mit. Dieser Weg ist selbstverst

�

andli
h innerhalb des vorliegenden

Zugangs einfa
h ni
ht o�en. Es ist aber zu konstatieren, da� ein Teil der

Ereignisse so ist, da� sie von keinem Ding ontologis
h abh

�

angig sind:

Satz 10

Es sei A ein pr

�

adikativer Satz derart, da� s�A ein negatives Ereignis ist.

Da �A wahr sein kann, ohne da� die Objekte existieren, kann s�A ohne

Bezug auf die Ding{Ontologie existieren.

Das Ereignis, da� es ni
ht so ist, da� Charles am Dienstag Abendbrot be-

kommen hat, existiert au
h und gerade dann, wenn es Charles ni
ht gibt.

1.8 Die

�

Ahnli
hkeit von Ereignissen

Wir kehren an dieser Stelle zu der Struktur zur

�

u
k, die dur
h die De�nition

der Ereignistypen generiert wurde. Sie ist die Grundlage f

�

ur die De�nition

vers
hiedener

�

Ahnli
hkeitsrelationen.

�

Ahnli
hkeit ist ein zentraler Begri� f

�

ur die Ereignistheorie. Das liegt

haupts

�

a
hli
h daran, da� es in Wirkli
hkeit um

�

ahnli
he Ereignisse geht,

wenn wir

�

uber die Wiederkehr eines Ereignisses reden, und da� das Prinzip

"

Glei
he Ursa
he | glei
he Wirkung\ f

�

ur bu
hst

�

abli
h identis
he Ereig-

nisse trivial ist, f

�

ur

�

ahnli
he Ereignisse aber eine stabile Kausalbeziehung

statt einer sporadis
hen expliziert. Die Typbildung erlaubt es,

�

Ahnli
hkei-

ten na
hzuvollziehen: Ereignisse sind

�

ahnli
h, wenn sie vom glei
hen Typ

sind. Dieser Grundgedanke wird im folgenden modelliert werden. Dazu wer-

den Begri�e und Vorstellungen aus der Graphentheorie benutzt, die selbst-

verst

�

andli
h nur unter genau de�nierten Voraussetzungen g

�

ultige Modelle

produzieren. Im gegebenen Zusammenhang ist die einzige wesentli
he Vor-

aussetzung die, da� die si
h ergebenden Ereignissysteme endli
h sind. Das

wird einerseits dadur
h errei
ht, da� die Typbildung als eine von{unten{

na
h{oben{Prozedur aufgebaut ist (eine

"

Tokenbildung\ als Basisprozedur

zur Ereignisterminibildung w

�

urde ni
ht nur den Grundintuitionen des ersten

Abs
hnitts widerspre
hen, sondern au
h

�

uber die Kontinuit

�

at von Raum und

Zeit zu unendli
hen Graphen f

�

uhren), andererseits mu� aber vorausgesetzt

werden, da� stets endli
he Terminologien bez

�

ugli
h der Subjekttermini be-

tra
htet werden. Praktis
h ist das keine starke Eins
hr

�

ankung, da unsere

zoologis
hen, te
hnis
hen, 
hemis
hen . . . Terminologien zwar potentiell un-

endli
h sind (unsere Regeln zur Terminibildung erlauben die Bildung immer

neuer singul

�

arer und genereller Termini), wir aber faktis
h immer nur einen
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endli
hen, zumeist no
h ni
ht einmal sehr gro�en Berei
h der Terminologie

nutzen. Graphen sind Paare von Mengen und Relationen (auf dieser Menge),

in unserem Fall von Ereignissen (singul

�

aren und generellen) und der dur
h

die S
hemabildung generierte Relation des Bedeutungseins
hlusses.

1.8.1

�

Ahnli
hkeitsrelationen

"

�

Ahnli
hkeit\ ist ein vager Begri�, der im

�

ubli
hen Spra
hgebrau
h dur
h-

aus vers
hieden verwendet wird. Das betri�t ni
ht nur, und ni
ht einmal in

erster Linie, die uns
harfen Kriterien daf

�

ur, wann denn zwei Gegenst

�

ande

�

ahnli
h sind (ob si
h zwei Gesi
hter oder zwei Situationen auf dem S
ha
h-

brett

�

ahneln, ist h

�

au�g eine von vers
hiedenen Personen unters
hiedli
h

beantwortete Frage), sondern es gibt au
h vers
hiedene Verwendungswei-

sen f

�

ur das Pr

�

adikat

"

. . . ist . . .

�

ahnli
h\. In der Umgangsspra
he ist das

h

�

au�g von Vorteil, weil es zu einer gr

�

o�eren Flexibilit

�

at f

�

uhrt und selten zu

Mi�verst

�

andnissen, die ni
ht dur
h einfa
hes Na
hfragen zu kl

�

aren w

�

aren.

Man
hmal wird der Begri� aber au
h mit einer ganz bestimmten Bedeutung

verwendet.

In der Mathematik beispielsweise ist

�

Ahnli
hkeit meist an den Begri� des

Isomorphismus gebunden: Wohlgeordnete Mengen hei�en einander

�

ahnli
h,

wenn es eine 1{1{Abbildung der einen auf die andere gibt, die die Wohlord-

nung erh

�

alt:

hM;Ri ist hN;Si genau dann

�

ahnli
h, wenn es eine eineindeutige

Abbildung f von M auf N so gibt, da� R(x; y) genau dann gilt,

wenn S(f(x); f(y)).

Eine so de�nierte

�

Ahnli
hkeitsrelation ist, wie jeder Isomorphismus, eine

�

Aquivalenzrelation.

Au
h der in der Geometrie

�

ubli
he

�

Ahnli
hkeitsbegri� ist eine

�

Aqui-

valenzrelation, na
h De�nition sind ebene Figuren

�

ahnli
h, wenn diese in

entspre
henden Winkeln

�

ubereinstimmen, beziehungsweise wenn einander

entspre
hende Seiten proportional sind:

Das Dreie
k ABC mit den Innenwinkeln �; �; 
 ist dem Dreie
k

A

0

B

0

C

0

genau dann

�

ahnli
h, wenn dessen Innenwinkel �

0

; �

0

; 


0

genau glei
hgro� sind.

Umgangsspra
hli
h und wahrs
heinli
h au
h in den meisten Naturwis-

sens
haften wird

�

Ahnli
hkeit jedo
h anders gebrau
ht. Wann sind zwei Ge-

si
hter, wann sind zwei Versu
hsanordnungen oder zwei Tiere einander

�

ahn-

li
h? Die Antwort ist si
herli
h, da� es viele oder einige wi
htige Eigen-

s
haften gibt, in denen si
h die Gesi
hter, Versu
hsanordnungen oder Tiere
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glei
hen. Auf diesem intuitiven Niveau l

�

a�t si
h au
h erl

�

autern, wann ein Ge-

si
ht einem anderen

�

ahnli
her ist als einem dritten. Das ist genau dann der

Fall, wenn es mehr Eigens
haften gibt, in denen si
h die ersten beiden Ge-

si
hter glei
hen, als es f

�

ur das erste und dritte Gesi
ht der Fall ist, oder wenn

es die wi
htigeren, bedeutenderen Eigens
haften sind. Quine hat sol
h einen

�

Ahnli
hkeitsbegri� vertraut, fundamental und in der Anwendung umfassend

genannt, aber au
h merkw

�

urdig logis
h absto�end und dubios (vgl. [81℄, S.

160, 161). Tats

�

a
hli
h hat der intuitive

�

Ahnli
hkeitsbegri� beide Seiten. Er

ist ganz o�ensi
htli
h die intuitive Grundlage unserer Artbildungsverfahren,

Mens
hen sind darauf trainiert, auf gemeinsame Z

�

uge, Regularit

�

aten, Koin-

zidenzen zu a
hten. Na
hdem die Arten jedo
h de�niert sind, sind wir aber

bereit, au
h gro�e

�

Ahnli
hkeiten unber

�

u
ksi
htigt zu lassen (so sind die Wa-

le eben S

�

augetiere und ni
ht Fis
he, trotz aller

�

Ahnli
hkeit zu diesen). Das

Dubiose und Absto�ende ergibt si
h daraus, da� oft so allgemein ni
ht klar

ist, wel
he Eigens
haften denn

�

Ahnli
hkeit produzieren, wieviele daf

�

ur vor-

handen sein m

�

ussen, wel
he wi
htig sind und, ni
ht zuletzt, was

�

uberhaupt

eine Eigens
haft ist. Daher kommt es, da� der intuitive

�

Ahnli
hkeitsbegri�

im Gegensatz zum mathematis
hen eine re
exive und symmetris
he Relati-

on ist, aber keine transitive. Gerade dies verwendet beispielsweise Carnap,

um

�

Ahnli
hkeiten von Glei
hheiten zu unters
heiden: W

�

ahrend erstere ni
ht

transitiv sein m

�

ussen, wird Transitivit

�

at f

�

ur letztere gefordert (vgl. [7℄, S.

48). Die Glei
hheiten, in seiner Terminologie, sind also die

�

Ahnli
hkeiten,

die transitiv sind.

Solange die Eigens
haften, die die Bezugsgrundlage der Bewertung sind,

ni
ht angegeben und gewi
htet sind, kann man si
h mit kleinen, die

�

Ahn-

li
hkeit f

�

ur jeden einzelnen S
hritt erhaltenden S
hritten beliebig weit vom

Original entfernen, bis hin zu v

�

ollig un

�

ahnli
hen Kopien. Genau so wird aber

�

Ahnli
hkeit normalerweise verwendet:

Die Verwandts
haft stellt fest, da� das s

�

u�e Baby sowohl der

gl

�

u
kli
hen Mutter, als au
h dem stolzen Vater

�

ahnelt | ohne

da� si
h die beiden im Geringsten

�

ahnli
h sehen w

�

urden.

Von dieser Verwendung unters
heidet si
h die strengere in der Mathematik

o�enbar ganz betr

�

a
htli
h.

Im folgenden wird die dur
h die Typbildung generierte Struktur zur De-

�nition eines relativierten

�

Ahnli
hkeitsbegri�s benutzt. Wenn irgendein Art-

begri� zur Verf

�

ugung steht, l

�

a�t si
h

�

Ahnli
hkeit als Zugeh

�

origkeit zur glei-


hen Art de�nieren, dies wird au
h partielle Identit

�

at genannt. Dur
h die

Ber

�

u
ksi
htigung der Art werden genau die Eigens
haften festgelegt, die bei

der intuitiven Verwendung unklar und vage bleiben. Die de�nierte Relation



1.8. DIE

�

AHNLICHKEIT VON EREIGNISSEN 97

ist damit, wie glei
h gezeigt wird, au
h transitiv und folgli
h wie die beiden

Beispiele aus der Mathematik oben eine

�

Aquivalenzrelation.

1.8.2

�

Ahnli
h und

�

ahnli
her als

Wie sieht die dur
h die Typbildung produzierte Struktur graphis
h aus?

Betra
hten wir zun

�

a
hst ein einfa
hes Beispiel:

"

Adams S
hlafen zu t\ sei das Ereignis (in der vorausgesetzten,

spra
hli
h uns
h

�

onen Standardform

"

das Ereignis, da� Adam

zu t s
hl

�

aft\), t sei eine raum{zeitli
he Lokalisierung (wie et-

wa

"

bei si
h zu Hause, heute morgen zwis
hen 8 und 10 Uhr\),

und

"

Mann\ und

"

Mens
h\ seien die einzigen beiden generel-

len Termini, die von Adam der Bedeutung na
h einges
hlossen

werden.

In diesem einfa
hen Fall lassen si
h Ereignistypen bilden, indem die Kon-

stante t weggelassen wird oder indem der singul

�

are Subjektterminus dur
h

entspre
hende generelle ersetzt wird (ohne zu quanti�zieren). Mit sA(t) als

"

Adam s
hl

�

aft zu t\ und den entspre
henden Varianten f

�

ur

"

Mann\ (M)

und

"

Mens
h\ (H) ergibt si
h folgendes Bild:

s

s

s

s

s

s

sA(t)

sA

sM

sH

sH(t)

sM(t)

Abbildung 1.4: Adams S
hlafen zu t und seine Typen | Die Kanten re-

pr

�

asentieren den strengen Bedeutungseins
hlu� von unten na
h oben.

Im Bild 1.4 sind alle f

�

unf Ereignistypen innerhalb der gew

�

ahlten Termi-

nologie ber

�

u
ksi
htigt: Adams S
hlafen (zu bestimmten Zeiten und an be-

stimmten Orten instantiiert), eines Mannes S
hlafen (beispielsweise dur
h

Adam zu bestimmten Zeiten und an bestimmten Orten, aber au
h dur
h an-

dere Personen instantiiert), eines Mens
hen S
hlafen, eines Mannes S
hlafen
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zu t und eines Mens
hen S
hlafen zu t. Die zw

�

olf Kanten sind | von un-

ten na
h oben | als Relationen des Bedeutungseins
hlusses zwis
hen den

Ereignissen zu interpretieren, die dur
h die Knoten repr

�

asentiert sind. Es

ist sinnvoll, anstelle aller Bedeutungseins
hl

�

usse nur die zwis
hen den be-

na
hbarten Termini zu betra
hten, die anderen ergeben si
h aufgrund der

Transitivit

�

at der Relation. Damit wird es sp

�

ater m

�

ogli
h sein, einen kom-

parativen

�

Ahnli
hkeitsbegri� einzuf

�

uhren. Anstelle des Graphen in Bild 1.4

betra
hten wir also in Abbildung 1.5 einen geri
hteten Subgraphen, dessen

transitiver Abs
hlu� der Graph in Bild 1.4 ist.

s

s

s

s

s

s

sA(t)

sA

sM

sH

sH(t)

sM(t)

�

�

��

�

�

�I

6 6

�

�

�I

�

�

��

H

H

H

H

H

HY

Abbildung 1.5: No
h einmal | Adams S
hlafen, diesmal als geri
hteter Sub-

graph, dessen transitiver Abs
hlu� in Bild 1.4 dargestellt ist.

Selbst sol
he Graphen werden einigerma�en un

�

ubersi
htli
h in der Darstel-

lung, wenn mehr als ein Basiselement vorhanden ist. Dies sind aber die inter-

essanten F

�

alle: Es soll ja gekl

�

art werden, in wel
hem Sinne Adams S
hlafen

zu t seinem S
hlafen zu t

0

oder J

�

urgens S
hlafen zu t

�

ahnelt. Da J

�

urgen au
h

Mann und Mens
h ist, sieht der diesem erweiterten Beispiel entspre
hede

Graph so aus, wie in Abbildung 1.6 auf Seite 99 (es handelt si
h wie in 1.5

um den Subgraphen, der den vollst

�

andigen Graphen

�

uber einen transitiven

Abs
hlu� induziert):

Adams S
hlafen zu t

0

ist na
h diesem Bild kein Fall von S
hlafen eines Man-

nes zu t, wohl aber | wegen der Transitivit

�

at des Bedeutungseins
hlusses

| ein Fall von S
hlafen eines Mannes und ein Fall von S
hlafen eines Men-

s
hen. Das ist au
h so in der nat

�

urli
hen Spra
he. Das Beispiel im Bild 1.6

ist immer no
h sehr einfa
h, es erlaubt jedo
h, die folgenden De�nitionen

na
hzuvollziehen:
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t

t

t

t

t

t

sA(t)

sA

sM

sH

sH(t)

sM(t)

�

�

�

��

�

�

�

�I

6 6

�

�

�

�I

�

�

�
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H

H

H

H

H

H
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t

t

t
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)

sM(t

0

)
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)

6

6

X

X

X

X

X

X

X

X

X

X

X

X

X

X

Xy

t

t

X

X

X

X

X

X

X

X

X

X

X

X

X

X

Xy

6

X

X

X

X

X

X

X

X

X

X

X

X

X

X

Xy

sJ(t)

sJ

Abbildung 1.6: Adams S
hlafen | Gemeinsam mit J

�

urgens und zu vers
hie-

denen Zeiten.

De�nition 34

Ein Pfad in einem Graphen ist eine geordnete Menge von Ereignissen (von

Knoten) f�; �

1

; : : : ; �

n

; �g derart, da� alle bena
hbarten Elemente der Men-

ge dur
h Kanten im Graphen verbunden sind. Sol
h ein Pfad hei�t Pfad von

� na
h �.

Der Pfad von � na
h � hei�t geri
htet, wenn � eine ausgehende und � eine

ankommende Kante hat, sowie alle anderen Kanten entspre
hend geri
htet

sind.

Die Grundidee der

�

Ahnli
hkeit wurde oben s
hon genannt: Ereignisse sind

�

ahnli
h, wenn sie vom selben Typ sind. Sol
h ein

�

Ahnli
hkeitsbegri� wird

man
hmal als partielle Identit

�

at bes
hrieben | so, wie Fido und Fi� si
h

als Hunde

�

ahneln (egal, wie sehr sie si
h sonst unters
heiden),

�

ahneln si
h

dieser Zusammensto� und jener als Verkehrsunf

�

alle. Was genau

�

ahnli
h ist,

ist im entspre
henden Typ �xiert. Der Grenzfall der vollst

�

andigen

�

Uberein-

stimmung in jeder Beziehung ist der der Identit

�

at. Da die S
hemabildung

eine Operation

�

uber S

�

atzen ist, lassen si
h ni
ht alle Identit

�

aten und Bedeu-

tungseins
hl

�

usse in den Graphen wieder�nden, und dies genau ist es, warum

das Postulat 4 auf Seite 49 gesetzt wurde, in dem gesagt wird:

1. Wenn � S
hema f

�

ur � ist, so gilt t

�

� * t

�

�.

2. Wenn � und � identis
he Ereignisse (in einem no
h zu kl

�

arenden Sinn)

bezei
hnen, gilt f

�

ur alle 
: Wenn 
 S
hema f

�

ur � ist, so au
h f

�

ur �;

und wenn � S
hema f

�

ur 
 ist, so au
h �.
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Mit diesem Postulat erhalten identis
he Ereignisse (Token und Typen) den

glei
hen Knoten in den Graphen. Da die S
hemabildung stets endet, gibt

es in jedem Graphen einen h

�

o
hsten Knoten, der nur ankommende Kanten

besitzt. F

�

ur diese kategorialen Ereignisse soll gesetzt werden:

Postulat 6

Kategoriale Ereignisse sind si
h selbst

�

ahnli
h.

Dieses Postulat ist notwendig, weil diese Ereignisse ni
ht von der folgenden

De�nition erfa�t werden:

De�nition 35

Die Ereignisse � und �

�

ahneln einander als 
, wenn es ein Ereignis 
 so

gibt, da� die geri
hteten Pfade von � na
h 
 und von � na
h 
 existieren.

Die Ereignisse � und �

�

ahneln einander, wenn es ein 
 gibt, als das sie si
h

�

ahneln.

�

Ahnli
hkeit hat einige interessante Eigens
haften:

Satz 11

(i)

�

Ahnli
hkeit ist stets au
h

�

Ahnli
hkeit bez

�

ugli
h des h

�

o
hsten Typs.

(ii) Sind zwei Ereignisse

�

ahnli
h, so haben die konstituierenden S

�

atze das-

selbe Pr

�

adikat, oder eines der Ereignisse ist identis
h mit einem Er-

eignis, dessen konstituierender Satz dasselbe Pr

�

adikat wie das zweite

hat.

(iii) Identis
he Ereignisse sind

�

ahnli
h (sogar am

�

ahnli
hsten, wie glei
h

gezeigt wird).

(iv)

�

Ahnli
hkeit und

�

Ahnli
hkeit als ein bestimmtes 
 sind beide re
exiv,

symmetris
h und transitiv.

(v)

�

Ahnli
hkeit als 
 impliziert

�

Ahnli
hkeit als jedes 


0

, f

�

ur wel
hes ein

geri
hteter Pfad von 
 na
h 


0

existiert.

Das sind gute intuitive Eigens
haften von

�

Ahnli
hkeitsrelationen, die trivial

aus den Eigens
haften der S
hemabildung und des Bedeutungseins
hlusses

folgen.

F

�

ur viele Zwe
ke ist es w

�

uns
henswert, eine komparative

�

Ahnli
hkeitsrelati-

on zu haben. Was hei�t es, da� ein Ereignis einem anderen Ereignis

�

ahnli
her

ist als es ein drittes ist? Grob gesagt, sollte in diesem Fall ein Typ der ersten
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beiden Ereignisse existieren, der n

�

aher an ihnen liegt, als es jeder gemein-

same Typ der letzten beiden Ereignisse tut. Daf

�

ur werden die Ereignisse im

Graphen mit Zahlen versehen, die die Tiefe der Typbildung repr

�

asentieren.

Dies kann mit folgendem Algorithmus ges
hehen:

Beginne mit dem kategorialen Ereignis des Graphen (dem Ende

der S
hemabildung) und s
hreibe eine 0 zu. Strei
he den Knoten

mit der Null und alle in ihm ankommenden Kanten. Von den

verbleibenden Knoten s
hreibe allen, die nur ankommende Kan-

ten haben, die n

�

a
hste nat

�

urli
he Zahl (eine 1) zu. Strei
he die

Knoten mit dieser Nummer (der Eins) und alle in ihnen ankom-

menden Kanten. . . . Verfahre so weiter, bis alle Knoten numeriert

sind.

Auf diese Weise erh

�

alt man eine vertikale Numerierung f

�

ur jeden Knoten,

die den Abstand zur Spitze des Graphen festlegt. F

�

ur den Graphen in 1.6

sieht das beispielsweise so aus wie in Abbildung 1.7.
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Abbildung 1.7:

"

Geordnetes\ S
hlafen | 3 Kanten zwis
hen den singul

�

aren

und dem kategorialen Ereignis in 1.6

Die folgenden De�nitionen bereiten den Boden f

�

ur eine gewi
htete

�

Ahnli
h-

keitsrelation:

De�nition 36

Es sei n




die dem Ereignis 
 zuges
hriebene Zahl, jnj sei wie

�

ubli
h der

Betrag von n.

Die L

�

ange L(�; �) des Pfades von � na
h � ist die Zahl der Kanten im

Pfad: L(�; �) = jn

�

� n

�

j.
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Die Entfernung eines Ereignisses zu si
h selbst ist als 0 postuliert: F

�

ur alle

� gilt, da� L(�; �) = 0.

Wenn 
 und 


1

beides Typen f

�

ur � und � sind, so ist 
 ein tieferer Typ f

�

ur

� und � als 


1

, wenn L(�; 
) + L(�; 
) < L(�; 


1

) + L(�; 


1

).

Das Ereignis 
 ist ein tiefster Typ f

�

ur die Ereignisse � und �, wenn es Typ

f

�

ur sie ist und kein tieferer Typ als 
 f

�

ur die Ereignisse � und � existiert.

"

�

Ahnli
her als\ wird nun einfa
h als kleinerer Abstand der entspre
henden

tiefsten Typen de�niert:

De�nition 37

Die Ereignisse � und � sind

�

ahnli
her als die Ereignisse �

1

und �

1

, wenn

f

�

ur die respektiven tiefsten Typen 
 und 


1

gilt:

L(�; 
) + L(�; 
) < L(�

1

; 


1

) + L(�

1

; 


1

).

Wie zu erwarten, k

�

onnen mit dieser Relation Paare aus vers
hiedenen Gra-

phen vergli
hen werden. Einige ihrer willkommenen Eigens
haften sind in

folgender Beoba
htung formuliert:

Satz 12

(i) Die Relation aus De�nition 37 ist irre
exiv, asymmetris
h und tran-

sitiv.

(ii) Wenn � und �

�

ahnli
her sind als � und 
, dann sind �, � und 


einander

�

ahnli
h (aber ni
ht umgekehrt).

(iii) Identis
he Ereignisse sind einander am

�

ahnli
hsten.

Die erste Beoba
htung folgt unmittelbar aus den De�nitionen und den Ei-

gens
haften von <, die zweite basiert auf der Existenz der geri
hteten Pfade

und dem ersten Punkt aus Satz 11, um die dritte zu zeigen, rei
ht es, den

(intuitiv einsi
htigen) Fakt zu verwenden, da� jedes Ereignis zu si
h selbst

den Abstand 0 hat.

Damit sind die wesentli
hen St

�

u
ke einer Ereignistheorie beisammen.



Kapitel 2

Ereigniskonzeptionen

Der Abgrund zwis
hen De�nition und Beoba
h-

tung wird daher nie anders

�

uberwunden, als auf

einer aus Ho�nungen konstruierten Br

�

u
ke.

C. J. Du
asse

Die folgenden Versu
he, den Ereignisbegri� philosophis
h aufzuarbeiten,

sind bez

�

ugli
h der in den Konzeptionen selbst als problematis
h dargestell-

ten Fragen aufgearbeitet. Bis auf wenige Ausnahmen, die explizit gekenn-

zei
hnet sind, sind alle diese Probleme im ersten Teil der Arbeit gel

�

ost wor-

den. An einigen Stellen werde i
h eigene Ergebnisse ein
ie�en lassen, die

si
h ni
ht zwanglos in den Gedankengang des ersten Kapitels einordnen lie-

�en sondern der Interpretation anderer Ideen dienen. Es handelt si
h hier

also ni
ht um eine reine Darstellung der Gedanken von Russell, Montague,

Davidson, Lewis, Kim, von Kuts
hera und Ur
hs. Selbstverst

�

andli
h h

�

angt

die Bewertung der G

�

ute der L

�

osungen von der vertretenen philosophis
hen

Position ab und im Rahmen vers
hiedener Ans

�

atze sind eben au
h unter-

s
hiedli
he Antworten auf glei
h gestellte Fragen m

�

ogli
h. I
h ho�e, da� mein

Bem

�

uhen erkennbar wird, die Positionen der einzelnen Autoren so stark zu

ma
hen, wie das nur w

�

uns
henswert ist. I
h ho�e au
h mit diesem und dem

vorigen Kapitel zeigen zu k

�

onnen, da� der wesentli
he Vorteil des im er-

sten Teil vertretenen Zugangs darin besteht, nahezu alle im Rahmen dieser

unters
hiedli
hen Ans

�

atze aufgeworfenen Probleme zu l

�

osen.

2.1 Bertrand Russells Verst

�

andnis von

"

Fakt\

Bertrand Russells Vorlesungstext

"

The Philosophy of Logi
al Atomism\

([88℄) ist bez

�

ugli
h des Themas dieser Arbeit in zweierlei Hinsi
ht inter-

103
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essant. Zum einen ist er einer der fr

�

uhesten Versu
he,

�

uberhaupt Entit

�

aten

neben den Einzeldingen (und viellei
ht Universalien) korrekt zu fassen. Zum

anderen werden Probleme angespro
hen, die prinzipiell f

�

ur alle Mitglieder

der Familie der Ereignisartigen stehen: f

�

ur Tatsa
hen, Sa
hverhalte, Fakten,

Ereignisse, und so fort.

Russell verwendet den Terminus fa
t f

�

ur die Art von Ding, die eine Pro-

position wahr oder fals
h ma
ht. Da sol
he Dinge andere Dinge (Propositio-

nen) wahr- oder fals
hma
hen, sind sie erstens selbst ni
ht wahr oder fals
h,

und zweitens kommen sie vor, sie existieren. Das legt eine

�

Ubersetzung als

Tatsa
he oder als Fakt nahe, wegen der N

�

ahe zum Russells
hen Terminus

wird hier

�

uber Fakten geredet. Beispiele f

�

ur Fakten sind die Wetterbedin-

gung, die

"

Es regnet\ gerade wahrma
ht, und das bestimmte physiologis
he

Vorkommen vor langer Zeit in Athen, wel
hes

"

Sokrates ist tot\ gerade wahr-

ma
ht. Tats

�

a
hli
h regnet es gerade, und Sokrates ist wirkli
h tot. Dieselben

Fakten, also dieselbe Wetterbedingung und dasselbe physiologis
he Vorkom-

men, ma
hen

"

Es regnet ni
ht\ und

"

Sokrates lebt\ gerade fals
h. Fakten

verhalten si
h also stets zu zwei Propositionen: die eine ma
hen sie wahr,

die andere fals
h. Daraus folgt, da� Propositionen (wie au
h S

�

atze) keine

Namen von Fakten sein k

�

onnen. Mehr no
h, Russell versu
ht zu zeigen, da�

Fakten niemals irgendwel
he Namen haben k

�

onnen, aber stets dur
h ganze

S

�

atze ausgedr

�

u
kt werden. Es bleibt zu kl

�

aren, wel
hen ontologis
hen Status

Fakten haben, ob und wel
he irreduzibel sind und in wel
hem Zusammen-

hang sie zu den oben de�nierten Ereignissen stehen. Die Antworten auf die

ersten beiden Fragen gibt Russell, dessen Au�assungen i
h zun

�

a
hst darlege.

2.1.1 Wie es Fakten gibt

Fakten geh

�

oren zweifellos zur Welt; es ist ein Truismus, da� die Welt Fak-

ten beinhaltet und diese Fakten unabh

�

angig davon sind, was Mens
hen von

ihnen denken. Die Welt ist dur
h die Angabe von Gegenst

�

anden no
h ni
ht

ausrei
hend bes
hrieben, neben Sokrates, dem Regen und der Sonne mu�

no
h bes
hrieben werden, wie diese Dinge sind | und da kommen die Fak-

ten ins Spiel. Zur kompletten Bes
hreibung der Welt geh

�

oren sie also dazu.

Allerdings sind Fakten ni
ht von derselben Art wie die Gegenst

�

ande. Ge-

genst

�

ande haben e
hte Namen, w

�

ahrend Fakten zwar grunds

�

atzli
h behaup-

tet, geleugnet, begehrt, erw

�

uns
ht, in Frage gestellt werden k

�

onnen, aber

niemals benannt. Sie k

�

onnen daher au
h niemals in der Position eines logi-

s
hen Subjektes sein. Das liegt daran, da� Fakten grunds

�

atzli
h dur
h ganze

S

�

atze gegeben sind, also

�

uber Bes
hreibungen. Diese bleiben bedeutungsvoll

au
h dann, wenn der Fakt ni
ht vorkommt: es rei
ht, die Bedeutungen der
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in der Proposition vorkommenden Symbole zu kennen. F

�

ur e
hte Namen gilt

das ni
ht (ri
htige e
hte Namen sind eigentli
h nur

"

dies\ oder

"

jenes\, dar-

auf wird no
h zur

�

u
kzukommen sein). So ist Russells Argumentation: Pro-

positionen sind Symbole f

�

ur Fakten, aber o�ensi
htli
h ni
ht deren Namen;

also haben Fakten keine Namen; also sind sie keine Gegenst

�

ande. Ni
hts-

destotrotz geh

�

oren sie | sogar irreduzibel, wie wir sehen werden | zur

Ontologie.

Wie verhalten si
h die Fakten aber zu den Gegenst

�

anden? Gegenst

�

ande

und no
h anderes sind Komponenten der Fakten. In diesem Sinne ist kein

Fakt einfa
h, jeder Fakt komplex. Russell de�niert geradezu:

Komponenten eines Faktes, der | je wie die Sa
he liegt | ei-

ne Proposition wahr- oder fals
hma
ht, sind die Bedeutungen

der Symbole, die wir verstehen m

�

ussen, um die Proposition zu

verstehen.

F

�

ur vorkommende Namen sind Gegenst

�

ande die entspre
henden Bedeutun-

gen, die damit zu Komponenten werden. Da� diese und au
h die Bedeu-

tungen der Pr

�

adikattermini (Adjektive, Verben, . . . ) e
hte Komponenten

sind, erkennt Russell au
h daran, da� Komponenten in vers
hiedenen Fakten

vorkommen k

�

onnen: die Komponenten des Faktes, der

"

Sokrates ist sterb-

li
h\ entspri
ht, k

�

onnen au
h in anderen Fakten vorkommen. So Sokrates

im Fakt, der

"

Sokrates trinkt den S
hierlingsbe
her\ entspri
ht, und Sterb-

li
hkeit kommt beispielsweise im Fakt, der

"

Alle Mens
hen sind sterbli
h\

entspri
ht, vor.

Damit ist die seltsame Lokalisierung der Fakten in der Ontologie �xiert.

Einerseits sind Fakten auss
hlie�li
h

�

uber die Spra
he eingef

�

uhrt worden.

Au
h wenn es si
h ni
ht um eine De�nition, sondern eher um eine Be-

s
hreibung handeln soll: Fakten sind das, was Propositionen wahr- oder

fals
hma
ht | dies ist das einzige wesentli
he unters
heidende Merkmal,

was angegeben wurde. Propositionen sind aber ontologis
h na
h Russell gar

ni
hts, in jedem Fall aber an S

�

atze gebunden. Ohne S

�

atze haben wir kei-

ne M

�

ogli
hkeit, uns auf Fakten zu beziehen. S

�

atze haben Bedeutung, sind

verst

�

andli
h, au
h wenn sie fals
h sind, und so sind also die Fakten ni
ht

Einzeldinge (und erst re
ht ni
ht das, was ein e
htes Einzelding ausma
ht:

ein relativ kurzfristig andauerndes Sinnesdatum). Allerdings haben Fakten

erstens Komponenten, die zur Welt der Einzeldinge geh

�

oren, und k

�

onnen

zweitens behauptet, geleugnet, . . . werden | sie geh

�

oren damit zu genau

der glei
hen Welt, wie die Einzeldinge.
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2.1.2 Wel
he Fakten es gibt

Russell deutet eine Klassi�kation von Fakten an, die aber, wie er feststellt,

vorl

�

au�g und si
herli
h unvollst

�

andig ist.

Positive und negative Fakten

Der Unters
hied zwis
hen positiven und negativen Fakten l

�

a�t si
h nur an

Beispielen erl

�

autern, so entspri
ht

"

Sokrates lebt ni
ht\ einem negativen

Fakt und

"

Sokrates hat damals in Athen den S
hierlingsbe
her getrunken\

einem positiven. Der Unters
hied kann ni
ht am Vorkommen von Negatio-

nen im konstituierenden Satz festgema
ht werden, sondern man mu� laut

Russell den Sinn des Satzes verwenden. Negative Fakten gibt es. F

�

ur Russell

ist das vor allem eine philosophis
he Frage, zu einer vollst

�

andigen Bes
hrei-

bung der Welt geh

�

oren au
h Fakten dar

�

uber, was ni
ht der Fall ist. Er setzt

si
h explizit mit der Idee auseinander, da� jeder negative Fakt einen positi-

ven Fakt voraussetzt, der mit ersterem unvereinbar sei. Das ersetzt negative

Fakten nat

�

urli
h ni
ht, denn erstens ist Unvereinbarkeit selbst ein negativer

Fakt (man wird sie also so ni
ht los), und zweitens m

�

u�ten die negativen

Fakten, so sie in der Unvereinbarkeitsrelation stehen, au
h existieren. In

diesem Sinne sind sie irreduzibel.

Atomare und molekulare Fakten

Atomare Fakten | die ni
ht einfa
h als Gegensatz zu komplex sind | wer-

den von Propositionen konstituiert, die

�

uber ein Ding und eine Qualit

�

at

(Eigens
haft), zwei Dinge und eine bin

�

are Relation, drei Dinge und eine

dreistellige Relation, . . . getro�en werden. Molekulare Fakten werden von

Propositionen konstituiert, die, entspre
hend der von Russell gew

�

ahlten for-

malen Spra
he, die aussagenlogis
hen Operatoren Negation und/oder Dis-

junktion enthalten. Bei der Unters
heidung geht es also um das Vorkommen

logis
her Operatoren.

�

Uber Negationen ist bereits gespro
hen worden, es

verbleibt der einzig interessante Fall eines m

�

ogli
hen disjunktiven Faktes,

bestehend aus zwei vers
hiedenen atomaren Fakten. Mit Hilfe von Wahr-

heitstabellen f

�

ur die Disjunktion erl

�

autert Russell, da� es stets ausrei
ht

anzunehmen, da� einer der Fakten die disjunktive Proposition wahrma
ht.

Damit wird f

�

ur den Fall der Disjunktion von atomaren Propositionen die

Annahme eines speziellen disjunktiven Faktes

�

uber


�

ussig. Anders liegt das

Problem im Rahmen genereller Fakten, wie er selbst zeigt. F

�

ur den Moment

jedo
h sind sol
he molekularen Fakten reduzibel.



2.1. BERTRAND RUSSELLS VERST

�

ANDNIS VON

"

FAKT\ 107

Singul

�

are, generelle und existentielle Fakten

Bisher wurde

�

uber singul

�

are Fakten gespro
hen, das hei�t

�

uber sol
he, in

deren konstituierender Proposition weder ein All- no
h ein Existenzquan-

tor vorkommt. Die Propositionen, die si
h auf generelle Fakten beziehen,

haben einen Allquantor als Hauptoperator (oder sind einer sol
hen

�

aqui-

valent), diejenigen, die si
h auf existentielle Fakten beziehen, haben einen

Existenzquantor als Hauptoperator (oder sind einer sol
hen

�

aquivalent). Ge-

nerelle und existentielle Fakten sind, jeweils aus unters
hiedli
hen Gr

�

unden,

irreduzibel.

Ein genereller Fakt wird beispielsweise dur
h die Aussage

"

Alle Men-

s
hen sind sterbli
h\ konstituiert. Russell setzt si
h mit Vorstellungen von

aufz

�

ahlender Induktion auseinander: warum, fragt er, ist es ni
ht ausrei-


hend, die singul

�

aren Fakten, die

"

Mens
h 1 ist sterbli
h\,

"

Mens
h 2 ist

sterbli
h\, . . . , (bis hin zum letzten Mens
hen) entspre
hen, zu verwenden?

Wenn man alle diese singul

�

aren Fakten betra
htet, dann m

�

u�te do
h der

generelle Fakt reduzibel sein! Das ist aber ni
ht so. Um den generellen Fakt

reduzieren zu k

�

onnen, m

�

u�te man wissen, da� es si
h bei den singul

�

aren

Fakten tats

�

a
hli
h um alle Fakten dieser Art handelt, oder da� die Mens
h

1, Mens
h 2, . . . tats

�

a
hli
h au
h alle Mens
hen sind. Das sind aber auf

jeden Fall selbst generelle Fakten, die dann ebenfalls erstmal reduziert wer-

den m

�

u�ten. Russell zieht daraus weitrei
hende Folgerungen: zum einen sind

generelle Fakten irreduzibel, zum anderen m

�

ussen Mens
hen einen unmit-

telbaren, ni
htinduktiven erkenntnism

�

a�igen Zugri� auf zumindest einige

generelle Fakten und damit auf die Wahrheit zumindest einiger genereller

Propositionen haben. Ein spezielles Problem stellen disjunktive Strukturen

innerhalb genereller Fakten dar. Ein Satz wie

"

Alle Mens
hen sind sterbli
h\

hat f

�

ur Russell die Struktur 8x(P (x) � Q(x)) oder eben 8x(�P (x)_Q(x)).

Da er genau die M

�

ogli
hkeit, alle entspre
henden singul

�

aren | hier moleku-

laren | Fakten anstelle des einen generellen zu betra
hten, ausges
hlossen

hat, kann er au
h ni
ht mehr auf die entspre
henden atomaren beziehungs-

weise negativen Fakten zur

�

u
k. In diesem Sinne mu� er also molekulare

Strukturen in generellen Fakten anerkennen.

Die Irreduzibilit

�

at von existentiellen Fakten h

�

angt wesentli
h mit Rus-

sells Au�assung von Existenz zusammen.

"

Es gibt einen Mens
hen\ hei�t

bei ihm: Die Aussagefunktion

"

Mens
h(x)\ ist erf

�

ullbar. Bekannterweise ist

in dieser Konzeption Existenz ein Pr

�

adikat zweiter Stufe, und Zei
henreihen

wie

"

Sokrates existiert\ und alle, die so gemeint sind, sind einfa
h syntak-

tis
h fals
h. Es sind keine Aussagen. Damit ist klar, da� existentielle Fakten

auf keine Weise auf singul

�

are Fakten reduziert werden k

�

onnen.
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Ein paar andere Fakten

Einige weitere Unters
heidungen wurden getro�en, ohne da� sie eine gro�e

Rolle bei der Entwi
klung von Russells Konzeption spielen. So bietet si
h

eine Klassi�kation dar

�

uber an, ob die vorkommenden Pr

�

adikattermini f

�

ur

einstellige, zweistellige, . . . Relationen stehen. Au�erdem f

�

uhrt er logis
he

Fakten ein. Diese sind dur
h logis
he Propositionen konstituiert, f

�

ur die gilt:

alle vorkommenden Termini sind logis
he Termini (ni
ht-empiris
he), und sie

sind logis
h ents
heidbar. Ni
htlogis
he Fakten kann man dann empiris
he

Fakten nennen.

Na
hdem nun klar ist, wel
he Russells
hen Fakten wie existieren, stellt

si
h die Frage, wel
he von ihnen Ereignisse im Sinne des ersten Kapitels

sind. Anders: Gibt es Entit

�

aten, die sowohl das eine als au
h das andere sind?

Lassen si
h Russells Fakten im Rahmen der aufgebauten Ereigniskonzeption

irgendwie explizieren oder einbinden?

2.1.3 Fakten und Ereignisse

Fakten und Ereignisse (es sind immer die Russells
hen Fakten und die Er-

eignisse wie oben de�niert gemeint) sind vom ontologis
hen Status her

�

ahn-

li
h. Beide sind vor allem etwas, was unabh

�

angig davon ist, was wir von

ihnen denken, aber was grunds

�

atzli
h einer s
hon funktionierenden re
ht

komplizierten Spra
he bedarf, um aus der Realit

�

at herausgehoben zu wer-

den. Ereignisse sind jedo
h Gegenst

�

ande, wie einzelne Tis
he oder Sokrates

au
h. Es gibt | im Unters
hied zu den Fakten | Termini, die Ereignisse

bezei
hnen, Namen von Ereignissen sind. Da� diese Ereignistermini in der

vorges
hlagenen Analyse stets au
h einen ganzen Satz als graphis
hen Teil

beinhalten, liegt an der gew

�

ahlten Standardrepr

�

asentation von Ereignister-

mini. Wie bereits erw

�

ahnt werden in der deuts
hen (und au
h beispielsweise

in der englis
hen) Spra
he h

�

au�g sowohl Substantivierungen von Verben

und Adjektiven als au
h e
hte Eigennamen zum Bezei
hnen von Ereignis-

sen benutzt. Au�erdem ist ein Bezei
hnen mit

"

dies\ oder

"

jenes\ | f

�

ur

Russell geradezu paradigmatis
h f

�

ur e
hte Gegenst

�

ande | selbstverst

�

and-

li
h genauso m

�

ogli
h wie f

�

ur Einzeldinge. In S

�

atzen wie

"

Dies werde i
h

dir nie verzeihen\ oder

"

Das ist eine Katastrophe\ wird verweisend auf Er-

eignisse Bezug genommen, selbst wenn vor lauter emotionaler Beteiligung

es dem Spre
her momentan viellei
ht gar ni
ht m

�

ogli
h ist, mit Hilfe eines

Standard{Ereignisterminus

�

uber die

�

uble Handlung oder das ers
h

�

uttern-

de Vorkommnis zu spre
hen. Kein Zweifel, da� Fehlverweise vorkommen

k

�

onnen und das au
h tun. Viellei
ht wei� der Gespr

�

a
hspartner wirkli
h



2.1. BERTRAND RUSSELLS VERST

�

ANDNIS VON

"

FAKT\ 109

ni
ht, wel
he seiner Handlungen nun die unverzeihli
he ist, oder viellei
ht

sind es in Wirkli
hkeit mehrere Katastrophen, und die wirkli
h s
hlimme

ist selbst dem Spre
her no
h ni
ht aufgefallen, obwohl sie vor seinen Augen

abl

�

auft. Das ist aber kein Problem speziell des Verweisens mit

"

dies\ auf

Ereignisse, sondern ein Problem des Verweisens mit

"

dies\. Es ist Russells

Theorie von Namen und de�niten Deskriptionen, die ihm hier den Weg zur

Glei
hbehandlung von Einzeldingen und Fakten als Gegenst

�

ande versperrt.

F

�

ur eine sol
he Glei
hstellung spre
hen aber au
h einige Bemerkungen in

seiner Untersu
hung selbst. Fakten kann man behaupten, leugnen, begehren,

w

�

uns
hen, in Frage stellen. Fakten haben Komponenten. Fakten kann man

wahrnehmen. Ein Glaube ist ein Fakt und ist man
hmal direkt auf einen

(anderen) Fakt geri
htet. All das kommt bei Russell vor und spri
ht daf

�

ur,

da� Fakten wie Einzeldinge existieren. Nat

�

urli
h sind weder Propositionen

no
h S

�

atze Namen von Fakten | aber das gilt au
h f

�

ur Ereignisse. Mit Hilfe

man
her S

�

atze k

�

onnen aber Namen von Fakten gebildet werden, so wie das

f

�

ur Ereignisse der Fall ist.

Bevor die Unters
hiede zwis
hen Fakten und Ereignissen bespro
hen wer-

den, soll auf eine interessante

�

Ubereinstimmung hingewiesen werden. Rus-

sells S

�

atze, die si
h auf Fakten beziehen, sind implizit stets universal und

singul

�

ar. Er betra
htet ganz o�ensi
htli
h singul

�

are Fakten, alle Beispiele

zeigen, da� er Raum{Zeit{Koordinaten stets mitdenkt; und er l

�

a�t Aussa-

gefunktionen ni
ht zur Faktbildung zu. Es ist kein Problem, neben den sin-

gul

�

aren Fakten au
h generelle Fakten mit denselben Methoden einzuf

�

uhren,

die bei der De�nition genereller Ereignistermini verwendet worden sind. F

�

ur

Russell w

�

aren das vermutli
h Klassen von Fakten, also ein neuer Typ logi-

s
her Fiktionen.

Worin unters
heiden si
h (singul

�

are) Fakten und Ereignisse?

(i) Fakten existieren stets, w

�

ahrend es existierende und ni
htexistierende

Ereignisse gibt.

(ii) Es gibt logis
he, mathematis
he, ganz allgemein: ni
ht-empiris
he Fak-

ten, w

�

ahrend Ereignisse ganz in der empiris
hen Welt sind.

Es ist zu bea
hten, da� Russells

"

logis
h\ dabei ni
ht das Komplement

zum erl

�

auterten

"

empiris
h\ f

�

ur Ereignisse ist (vgl. die Erl

�

auterungen

zu De�nition 5, S. 26), da Russell f

�

ur alle vorkommenden Termini

fordert, da� sie logis
h seien, w

�

ahrend oben f

�

ur alle vorkommenden

Termini gefordert wurde, da� sie empiris
h seien.

(iii) Fakten sind ni
ht beliebig komplex im Sinne der atomar{molekular{

Unters
heidung, w

�

ahrend Ereignisse beliebig strukturiert sind.
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Dieser Unters
hied soll weiter keine Rolle spielen, weil Russell ja dis-

junktive Propositionen und Aussagen zul

�

a�t und nur behauptet, da�

die entspre
henden Fakten atomar sind, die diese wahr- oder fals
hma-


hen. Ob ein sol
her molekularer Fakt existiert, ist also eine Frage der

ans
hlie�enden Interpretation. Au�erdem ist mit der Zulassung be-

liebiger Aussagenstrukturen das Problem der molekularen generellen

Fakten aus der Welt, deren besondere Rolle anderenfalls au
h geson-

dert begr

�

undet werden m

�

u�te.

Weiter soll keine Rolle spielen, da� Russell ni
ht zwis
hen der aussa-

genlogis
hen Negation (die e
hte molekulare Fakten produziert) und

dem pr

�

adikationstheoretis
hen Abspre
hen, der inneren Negation (die

eigentli
h atomare Ereignisse produziert), unters
heidet. Russell hat

diese Spra
he ni
ht verwendet, und es ist nur zu raten, ob er viellei
ht

versu
ht h

�

atte, die negativen molekularen oder die negativen atoma-

ren Fakten zu reduzieren. (Hier ist das Ergebnis eines sol
hen Ratens:

Nein, h

�

atte er ni
ht; denn da� Sokrates tot ist, also lebend zu sein

abgespro
hen wird, ist genauso ein Fakt

�

uber die Welt, wie da� es

ni
ht so ist, da� Homer lebt | wel
her viellei
ht oder vermutli
h nie

existiert hat.)

Dementspre
hend k

�

onnen Fakttermini und Fakten (Russells
he, jedo
h im

Sinne von (iii) modi�zierte) auf folgende Weise de�niert werden:

De�nition 38

Es sei A eine singul

�

are, universale und wahre Aussage und f der fakttermi-

nusbildende Operator

"

der Fakt, da�\. Dann ist fA ein singul

�

arer Faktter-

minus, und was mit fA bezei
hnet wird, ist ein Fakt.

Abs
hlie�end kann nun der Zusammenhang zwis
hen Fakten und Ereignissen

in folgendem Satz festgema
ht werden:

Satz 13

Genau dann, wenn fA ein Fakt und sA ein Ereignis ist, gilt fA = sA.

Es ist lei
ht zu sehen, da� wenn fA ein Fakt ist, A wahr sein mu�, und wenn

sA ein Ereignis ist, so darf A keine ni
ht-empiris
hen Termini enthalten

und weder logis
h no
h analytis
h ents
heidbar sein. Damit existiert sA,

und fA ist (streng) empiris
h. Die streng empiris
hen Fakten sind aber

o�ensi
htli
h die existierenden Ereignisse. Die andere Ri
htung beruht auf

der existentiellen Belastung der Identit

�

at: damit fA = sA gilt, m

�

ussen beide

existieren.
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2.2 Ri
hard Montagues

"

Formale Philosophie\

In der Arbeit, auf die si
h in diesem Abs
hnitt bezogen wird (vgl. [68℄),

bes
h

�

aftigt si
h Montague haupts

�

a
hli
h mit zwei Fragen:

� Wie sind Ereignisse, Verp
i
htungen und andere h

�

au�g in der philo-

sophis
hen Spra
he vorkommende Termini vern

�

unftigerweise zu expli-

zieren? Seine Antwort auf diese Frage lautet, da� die entspre
henden

Entit

�

aten als Eigens
haften aufzufassen sind.

� Wie ist die intuitiv normalerweise so einleu
htende These, da� wahre

Aussagen

�

uber das Zukommen einer Eigens
haft die Existenz des Ge-

genstandes, dem die Eigens
haft zukommt, implizieren, mit dem Fakt

zu vereinbaren, da� man Einh

�

orner su
hen,

�

uber Ni
ht{Existierendes

na
hdenken und s
hreiben, etwas f

�

als
hli
herweise (

"

in Wirkli
hkeit\

ist es ni
ht da) sehen kann, und so fort? Hier lautet Montagues Ant-

wort, da� die de�nitoris
he Ersetzung entspre
hender Pr

�

adikate (wie

su
ht, sieht) mit Hilfe von Pr

�

adikaten, die Ereignistermini einbeziehen

(versu
ht zu �nden, s
heint zu sehen) zu einer L

�

osung f

�

uhrt. Dazu

werde i
h hier ni
ht ausf

�

uhrli
h Stellung nehmen.

"

Das Ereignis, da� die Sonne aufgeht, ges
hieht 8 Uhr\ zwingt na
h Mon-

tague niemanden dazu, Ereignisse als Objekte in der Ontologie zu haben,

jedenfalls ni
ht, solange weiter ni
hts

�

uber sol
he Ereignisse ausgesagt wird.

Man kommt gut aus mit S

�

atzen wie:

"

Die Sonne geht 8 Uhr auf\ anstel-

le der Existenzbehauptung. Allerdings gibt es beispielsweise S

�

atze

�

uber alle

Sonnenaufg

�

ange oder

�

uber

�

Ahnli
hkeiten von bestimmten Sonnenaufg

�

angen,

die die Existenz von sol
hen Entit

�

aten nahelegen. Wie soll man sol
he Ereig-

nisse analysieren? Montague bezieht si
h auf S

�

atze, die o�enbar irgendwie

Ereignisse konstituieren. Diese werden als Aussagefunktionen begri�en: ei-

ne Aussage und eine freie Zeitvariable, die im gegebenen Beispiel mit

"

8

Uhr\ belegt ist. Wie zu erwarten, ist ein Ereignis weder eine Aussagefunk-

tion, no
h ist es die Menge aller Zeiten (Zeitpunkte oder Intervalle), f

�

ur

die die Aussagefunktion erf

�

ullt ist. Was Montague zu explizieren ho�t, ist

ein Ereignis als Eigens
haft, ausgedr

�

u
kt dur
h die entspre
hende konstitu-

ierende Aussagefunktion. Das Ereignis eines Sonnenaufgangs ist dann die

Eigens
haft, ein Moment zu sein, zu dem die Sonne aufgeht. Ereignisse sind

allgemein Eigens
haften von Momenten. Ereignisse sind daher identis
h ge-

nau dann, wenn sie in allen Welten koextensiv sind. Nat

�

urli
h kann man

anstelle der momentanen Ereignisse au
h sol
he betra
hten, die eine Dauer

in der Zeit haben, dann sind Ereignisse Eigens
haften von Intervallen, ni
ht
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von Momenten. Diese Grundidee �ndet si
h sowohl bei Lewis als au
h bei

von Kuts
hera und anderen Autoren wieder.

Mit der Reduktion von Ereignissen auf Eigens
haften ist ni
ht viel ge-

s
ha�t, wenn ni
ht ein entspre
hender Eigens
haftsbegri� zur Verf

�

ugung

steht. So wird de�niert:

De�nition 39

Es sei I die Menge der m

�

ogli
hen Welten; f

�

ur alle i 2 I sei A

i

die Menge

der Individuen in i; U sei die Menge der m

�

ogli
hen Individuen.

Eine Eigens
haft eines Individuums ist eine Funktion aus I in die Potenz-

menge von U .

Grundlage ist eine quantorenlogis
he Spra
he zweiter Stufe mit Iden-

tit

�

at, de�niter Deskription und Modalit

�

aten. Eine Interpretation ist ein Tri-

pel hI; U; F i, so da� I und U Mengen sind und F eine Funktion auf den

Pr

�

adikaten- und Individuenkonstanten und folgende Bedingungen erf

�

ullt

sind: wenn 
 eine Individuenkonstante ist, so ist F




eine Funktion von I

na
h U ; und wenn P eine Pr

�

adikatenkonstante vom Typ hs

0

; : : : ; s

n�1

i ist,

ist F

P

ein Pr

�

adikat vom Typ hI; U

0

; : : : ; U

n�1

i, wobei die U

l

entweder

Mengen entspre
hender Pr

�

adikate oder U sind | je na
h dem, ob die s

l

f

�

ur Individuen- oder Pr

�

adikatensymbole stehen. F




ist die Intension einer

Konstante 
 und ist eine Funktion von Welten in Extensionen.

Modal- und Deskriptionsoperator erlauben nun die De�nition von Namen

von Pr

�

adikaten: f

�

ur die Individuenvariablen u

1

: : : u

n

und die Formel ' ist

û

1

: : : û

n

' der Ausdru
k >Q8u

1

: : : 8u

n

2(Q(u

1

: : : u

n

) � ') | dasjenige

Pr

�

adikat Q, was dur
h ' ausgedr

�

u
kt wird (> steht bei Montague f

�

ur

den Deskriptionsoperator). Speziell ein 0-stelliges Pr

�

adikat, eine Proposi-

tion, wird dur
h '̂ bezei
hnet: die Proposition, da� '.

Bezieht man die zeitli
he Ebene mit ein, ist ein Ereignis nun na
h Montague

etwa von folgender Form (

"

etwa\, wegen m

�

ogli
her mehrstelliger Eigens
haf-

ten):

^

tP (x; t) | diejenige Eigens
haft von t, die ein

"

P -en\ von x ist, ist

das Ereignis, da� P (x) (zu t). Montague de�niert:

Ein Ereignis P kommt zu einem Moment t genau dann vor, wenn

t die Eigens
haft P hat.

Montague hat damit momentane Instanzen von generellen Ereignissen de�-

niert.

"

Das Aufgehen der Sonne\ ist die Eigens
haft, die alle Zeitmomente

haben, zu denen die Sonne aufgeht. Diese Eigens
haft ist eine, ist singul

�

ar.
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Momentane Instanzen individueller Ereignisse erh

�

alt er, indem er einige Ei-

gens
haften sol
her Entit

�

aten angibt: jedes sol
he Ereignis ist Ereignis, es

kommt vor, es ist unwiederholbar (jedenfalls normalerweise), aus dem Vor-

kommen eines singul

�

aren Ereignisses folgt die Wahrheit des konstituierenden

Satzes (vgl. [68℄, S. 176 f.). Tats

�

a
hli
h sind sol
he Ereignisse von den mo-

mentanen Instanzen genereller Ereignisse vers
hieden, wie Montague zeigt:

"

Das Aufgehen von x um t\ kann dadur
h systematis
h mehr-

deutig gebrau
ht werden:

ŝ(Rises(x; s) ^ s = t) ist

"

diejenige Eigens
haft aller Zeitpunk-

te, die ein Aufgehen von x ist (und zu t statt�ndet)\ | eine

Instanz im generellen Ereignis, die prinzipiell au
h sp

�

ater no
h-

mals statt�nden kann; und

>P (Rising(P; x)^P (t)) ist diejenige Eigens
haft, die ein indivi-

duelles, zu t statt�ndendes Aufgehen von x ist. Dieses genau ist

ni
ht wiederholbar.

Ersteres ist eine Eigens
haft, die ein Aufgehen ist und nur dem Punkt t

zukommt, letzteres ist dasjenige konkrete Aufgehen, was genau so zu t vor-

kommt. Um

�

uber sol
he Ereignisse in ihrer ganzen Konkretheit zu spre
hen,

ben

�

otigt Montague (unde�nierte) Termini wie

"

ist ein individuelles Ereig-

nis\,

"

ist ein individuelles Aufgehen (von etwas)\ und so fort. Die oben

genannten Eigens
haften plus das selbstverst

�

andli
he Postulat, da� jedes

individuelle Aufgehen ein individuelles Ereignis ist (und entspre
hend f

�

ur

andere Termini), bes
hreiben den Gebrau
h dieser Ereignistermini.

Bez

�

ugli
h der Existenzbegri�e sind Montagues Intuitionen o�enbar weit-

gehend mit denen in

�

Ubereinstimmung, die im ersten Kapitel der vorliegen-

den Arbeit vertreten werden. Die Instanzen genereller Ereignisse werden aus

S

�

atzen gebildet, die Aussagefunktionen bez

�

ugli
h einer freien Zeitvariablen

sind. Sol
he Ereignisse | wie erw

�

ahnt | kommen zu einem Zeitpunkt t

vor, wenn t die entspre
hende Eigens
haft zukommt. Das erw

�

ahnte

"

Aufge-

hen von x um t\ jedo
h kommt au
h in der ersten Interpretation nur dem

Punkt t zu | wann kommt es vor? Also: Wann kommt das Aufgehen x um

t vor? Montague ents
heidet si
h dazu, sol
he Ereignisse immer vorkommen

zu lassen. Sie kommen ni
ht zu einer bestimmten Zeit vor, sondern sie kom-

men einfa
h vor. So etwas zu behaupten, s
hreibt Montague (vgl. [68℄, S.

175), ist ni
hts anderes, als zu sagen, da� der entspre
hende konstituierende

Satz wahr ist. In anderer Reihenfolge ergibt si
h das glei
he Verh

�

altnis, wie

f

�

ur Token- und Typ{Existenz im Abs
hnitt 1.5 oben: die Existenz von Er-

eignissen, die ni
ht aus Aussagefunktionen, sondern Aussagen konstituiert
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wurden, ist auf die Wahrheit der S

�

atze r

�

u
kf

�

uhrbar; die Existenz von Er-

eignissen, die aus Aussagefunktionen konstituiert worden sind, ist mit der

Existenz der Token gegeben. (Da ŝ(Rises(x; s) ^ s = t) beispielsweise kein

Token f

�

ur Montague ist, kann dies nur eine Analogie bleiben, die auf

�

ahnli
he

Intuitionen hinweist. Es s
heint aber zumindest f

�

ur Montague kein Problem

zu sein zu behaupten, da� das Aufgehen von etwas um t ni
ht nur um t

vorkommt.)

Montague konnte mit seiner Arbeit einen wesentli
hen Ansto� zur for-

mal korrekten Behandlung von Ereignistermini geben. Ereignisse als Eigen-

s
haften, no
h dazu in einer M

�

ogli
he{Welten{Konstruktion, setzen neben

Dingen und Relationen au
h die Existenz von Welten und m

�

ogli
hen Indivi-

duen voraus und damit eine rei
he ontologis
he Basis. Das zahlt si
h ni
ht

re
ht aus, denn s
hon Ereignisse, in denen Ereignisse involviert sind, lassen

si
h in Montagues Konzeption s
hle
ht explizieren. Es ist au
h ni
ht v

�

ollig

klar, warum allein die ungebundene Zeitvariable f

�

ur die generellen Ereig-

nisse (im Gegensatz zu Einzelinstanzen oder zu individuellen Ereignissen)

verantwortli
h sein soll.

2.3 Donald Davidson:

"

Er tat es heimli
h!\

Sp

�

atestens mit den Arbeiten von Davidson werden die Ereignisse ein eige-

nes Untersu
hungsgebiet f

�

ur die analytis
he Philosophie, insbesondere f

�

ur

die Logik und die formale Ontologie. Gut bekannt und immer no
h viel

diskutiert ist sein Vors
hlag f

�

ur ein Individuationskriterium f

�

ur Ereignisse,

das eine funktionierende Kausaltheorie voraussetzt. Es l

�

a�t si
h aber lei
ht

zeigen, da� es drei zentrale Themen sind, die in seinen s
hon klassis
hen

Arbeiten (deuts
h ver

�

o�entli
ht im Sammelband [15℄) vorrangig behandelt

werden:

1. Einige S

�

atze beziehen si
h auf Ereignisse, Ereignisse (bei Davidson

sind das zun

�

a
hst Handlungen) haben Namen, die irgendwie mit Hilfe

von S

�

atzen gebildet werden. Wie ist das Verh

�

altnis zwis
hen S

�

atzen

und Ereignistermini? Wel
he Rolle spielen die Termini, die in S

�

atzen

vorkommen, in entspre
henden Ereignistermini? In diesem Zusammen-

hang steht Davidsons prinzipielle Kritik an Versu
hen, Ereignisse

�

uber

S

�

atze zu fassen. Formal ist das das Thema der Ersetzbarkeitsregeln in

S

�

atzen

�

uber Ereignisse.

2. Eng damit im Zusammenhang steht die Frage na
h dem Verh

�

altnis

von Ereignissen unter vers
hiedenen Bes
hreibungen. Jedes Ereignis
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kann ein neues, zus

�

atzli
hes Attribut erhalten, das in der urspr

�

ungli-


hen Bes
hreibung ni
ht vorhanden ist. Intuitiv ist klar, da� jedes so

gebildete neue Ereignis au
h ein Ereignis vom urspr

�

ungli
hen Typ ist

| aber wie ist das formal zu fassen? Die Ereignistermini m

�

ussen so

aufgebaut sein, da� hier eine logis
he Beziehung vorhanden ist.

3. An dieser Stelle stellt si
h ganz nat

�

urli
h die Frage na
h den Identit

�

ats-

kriterien f

�

ur Ereignisse: Singul

�

are Ereignisse werden dur
h zus

�

atzli
he

Attribute jedenfalls ni
ht zu anderen Ereignissen. Au�erdem kann man

si
h mit unters
hiedli
hen Bes
hreibungen auf ein und dasselbe Er-

eignis beziehen, und dies gelingt sogar auf der Typ{Ebene. Wel
he

Kriterien sollen dann aber verwendet werden, um Ereignisse zu indi-

viduieren?

Davidson beantwortet alle diese Fragen im Rahmen eines Gesamtentwurfs:

Ereignisse sind selbst

�

andige Entit

�

aten, die dur
h ihren Platz im kausalen

Gef

�

uge individuiert sind, und bei der Analyse von S

�

atzen, die si
h auf Er-

eignisse beziehen, kommen zus

�

atzli
he Stellen f

�

ur singul

�

are Termini (oder

Variablen) vor, f

�

ur die Ereignisse eingesetzt werden. Im Detail sieht das

folgenderma�en aus:

2.3.1 Das Eine Gro�e Ereignis!

Auf Ereignisse beziehen si
h bekanntli
h unters
hiedli
he spra
hli
he Kon-

struktionen: Eigennamen, Nominalisierungen, Termini, die auf S

�

atzen auf-

bauen und andere. Es ist dur
haus eine auf der Hand liegende Idee, die S

�

atze

selbst als spra
hli
he Repr

�

asentanten der Ereignisse zu verwenden | etwa

im Sinne einer Korrespondenztheorie

"

der Satz p entspri
ht dem Ereignis,

da� p\ oder wie von Davidson zitiert

"

p ist logis
h

�

aquivalent zu 9x so, da� x

in der Tatsa
he besteht, da� p\. Eigennamen, Nominalisierungen und ande-

res sind dann elliptis
he Konstruktionen, die auf den Gebrau
h von S

�

atzen

zur

�

u
kzuf

�

uhren sind. Davidson zeigt nun mit einem ber

�

uhmten Argument

(dem

"

Slingshot\), da� die Dinge ni
ht so einfa
h liegen (vgl. [18℄, S. 171�.):

(1) Wenn S und S

0

logis
h

�

aquivalent sind, dann gilt

8x(x besteht in der Tatsa
he, da� S  !

 ! x besteht in der Tatsa
he, da� S

0

).

Mit anderen Worten: es wird angenommen, da� dur
h logis
h

�

aquivalente

S

�

atze glei
he Ereignisse konstituiert werden.

(2) S und �y(y = y ^ S) = �y(y = y) sind logis
h

�

aquivalent.

(3) 8x(x besteht in der Tatsa
he, da� S  !

 ! x besteht in der Tatsa
he, da� �y(y = y ^ S) = �y(y = y)).
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Dies folgt aus (1) und (2).

(4) Wenn R und S material

�

aquivalente S

�

atze sind, sind �y(y = y ^R) und

�y(y = y ^ S) glei
hbez

�

ugli
he Termini.

(5) 8x(x besteht in der Tatsa
he, da� S  !

 ! x besteht in der Tatsa
he, da� �y(y = y ^R) = �y(y = y)).

Mit anderen Worten: es wird die Ersetzbarkeit glei
hbez

�

ugli
her (bedeu-

tungsglei
her?) Termini innerhalb von Ereignistermini vorausgesetzt.

(6) Da R und �y(y = y ^R) = �y(y = y) logis
h

�

aquivalent sind, gilt:

8x(x besteht in der Tatsa
he, da� S  !

 ! x besteht in der Tatsa
he, da� R).

Damit sind alle Ereignisse, die statt�nden, identis
h (oder, um in der Spra-


he einer Korrespondenztheorie zu bleiben, alle wahren S

�

atze werden dur
h

dasselbe Ereignis wahrgema
ht). Die so nat

�

urli
h ers
heinende Vorausset-

zung von der Explikation der Ereignisse mit Hilfe von S

�

atzen f

�

uhrt mit den

beiden Annahmen

�

uber die Ersetzbarkeit von bedeutungsglei
hen Termini

und

�

uber die Ersetzbarkeit von logis
h

�

aquivalenten S

�

atzen in S

�

atzen

�

uber

Ereignisse zum ontologis
hen Kollaps: es gibt nur Das Eine, Einzige Gro�e

Ereignis. Davidson, der si
h in der angegebenen Arbeit mit Handlungss

�

atzen

als einer speziellen Form von S

�

atzen

�

uber Ereignisse bes
h

�

aftigt, l

�

ost das

Problem dur
h Postulieren einer ni
ht o�enkundigen Variablen in sol
hen

S

�

atzen. Ein Handlungssatz mit einem n-stelligen Pr

�

adikat f

n

und n Subjek-

ten a

1

; : : : ; a

n

hat f

�

ur ihn die logis
he Form 9x(f

n

(a

1

; : : : ; a

n

; x)). Das

halb{umgangsspra
hli
he

"

Die a s f -en\ wird zum no
h s
heu�li
heren

"

Es

gibt ein Ereignis, wel
hes das f -en der a s ist\.

"

Brutus ersti
ht Caesar\ bezieht si
h, wie au
h immer, auf das

Ereignis, da� Brutus den Caesar ersti
ht. Eine sol
he Explikation

verwendet den Satz

"

Brutus ersti
ht Caesar\ im da�{Teil und ist

wegen des zitierten Argumentes ni
ht unmittelbar zu verwenden.

Davidsons Vors
hlag l

�

auft darauf hinaus, anstelle sol
her und

�

ahnli
her Formulierungen lieber

"

Es gibt ein Ereignis derart, da�

es ein Erste
hen von Caesar dur
h Brutus ist\ in folgender Form

zu verwenden: 9x(Ersti
ht(Brutus, Caesar); x).

Diese Formulierung hat mehr als einen Vorteil, sie wird au
h das im n

�

a
hsten

Abs
hnitt aufzuwerfende Problem l

�

osen. Im gegebenen Zusammenhang ist

Davidson zuzustimmen, da� der Satz f

n

(a

1

; : : : ; a

n

) nirgendwo im Ana-

lysesatz vorkommt und deshalb ni
ht von dem Argument (1) | (6) oben

betro�en ist.
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Auf der Hand liegt, da� Davidson Ersetzbarkeitsregeln benutzt, die auf

die folgenden beiden hinauslaufen:

ER I Wenn t

�

a

*

)

t

�

a

0

, dann t

�

sA

*

)

t

�

sA

0

; wobei a und a

0

singul

�

are Ter-

mini sind und man A

0

aus A dur
h Ersetzen von a dur
h a

0

an einer

oder mehreren Stellen erh

�

alt.

ER II Wenn A � A

0

, dann t

�

sA

*

)

t

�

sA

0

.

Die Regel (ER II) kann nur dann angewendet werden, wenn die Rela-

tion der logis
hen

�

Aquivalenz gilt | diese ist de�niert auf Satzfunktionen.

Diese gibt es aber nur im Rahmen formalisierter Theorien, ni
ht in nat

�

urli-


hen Spra
hen. Sind A und A

0

S

�

atze der nat

�

urli
hen Spra
he, also wahr

oder fals
h in Abh

�

angigkeit von der Welt, wie sie ist, enthalten sie keine

freie Variablen. Damit ist Davidsons Argument nur g

�

ultig in Spra
hen mit

bestimmten Eigens
haften. Beispielsweise m

�

ussen (wie das in den meisten

Deskriptionstheorien ja au
h der Fall ist) �y(y = y^R) und �y(y = y^S) f

�

ur

fals
he R und S auf ein und dasselbe Objekt referieren | ein rein te
hnis
her

eleganter Kunstgri�, der in keiner nat

�

urli
hen Spra
he vorkommt. Intuitiv

zumindest kann von keiner

"

Glei
hbez

�

ugli
hkeit\ die Rede sein: da ist ni
hts,

worauf si
h beide beziehen k

�

onnten. Satzfunktionen und eine entspre
hende

Deskriptionstheorie vorausgesetzt, ist das Argument o�enbar tats

�

a
hli
h so

s
hlagend, wie sein Autor meint. Ohne diese ist es harmlos oder tritt gar

ni
ht auf.

Davidson hat mit der vom ihm vorges
hlagenen Struktur das dur
h das

Argument aufgezeigte Problem komplett umgangen. Er hat keine S
hwierig-

keiten mit Ersetzungen in ereigniskonstituierenden S

�

atzen, weil diese S

�

atze

in seiner Analyse gar ni
ht mehr vorkommen. Bedeutungsglei
he Termini

kann er jedo
h o�ensi
htli
h problemlos ersetzen. Die sogenannte Davidson-

s
he Form spielt au
h bei der L

�

osung des folgenden Problems eine Rolle.

2.3.2 Die zus

�

atzli
hen Attribute

Ereignisse werden normalerweise unter einer Bes
hreibung gegeben, und Be-

s
hreibungen k

�

onnen unters
hiedli
h detailliert sein. Davidsons am

�

usantes

bekanntes Beispiel (aus [14℄) demonstriert das Problem:

Seltsame Vorg

�

ange! M

�

uller tat es langsam, vors

�

atzli
h, im Ba-

dezimmer, mit einem Messer, um Mitterna
ht. Was er tat, war,

da� er ein Br

�

ot
hen s
hmierte.

Dieses Br

�

ot
hens
hmieren wirft ein paar Fragen auf, die Davidson gekl

�

art

haben will:
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(1) Es mu� bei der logis
hen Analyse gesi
hert werden, da� ein langsames,

vors

�

atzli
hes Br

�

ot
hens
hmieren um Mitterna
ht au
h ein Br

�

ot
hen-

s
hmieren um Mitterna
ht ist.

(2) Es mu� | im Falle von Ereignistoken | ein Br

�

ot
hens
hmieren sein,

was da langsam, vors

�

atzli
h und au
h um Mitterna
ht vorsi
hgeht.

(3) Gesetzt den Fall, da� das Br

�

ot
hens
hmieren das einzige war, was

M

�

uller um Mitterna
ht im Badezimmer tat, und au
h das einzige, was

er langsam und vors

�

atzli
h mit einem Messer tat, so sollen M

�

ullers

Handlung um Mitterna
ht im Badezimmer und seine langsame und

vors

�

atzli
he Tat mit einem Messer dasselbe Ereignis sein.

Die dritte Anforderung bezieht si
h auf die Individuation von Ereignis-

sen, hierzu verwendet Davidson andere Beispiele und au
h in dieser Arbeit

wird die Frage separat im n

�

a
hsten Abs
hnitt behandelt.

Wie angek

�

undigt hat Davidson in seiner Version keinerlei S
hwierigkeiten:

Die Extravariable f

�

ur Ereignisse l

�

a�t die Pr

�

adikation von Eigens
haften zu

Ereignissen zu. So gibt es denn eine Entit

�

at, die M

�

ullers Br

�

ot
hens
hmie-

ren ist und die langsam, vors

�

atzli
h, . . . , vor si
h geht. Das stimmt mit

unserer Spra
hintuition ziemli
h gut

�

uberein.

"

Er tat es langsam\ verweist

darauf, da�

"

langsam\ eine Eigens
haft von

"

es\ ist.

"

Was war langsam?

Das Br

�

ot
hens
hmieren!\ Wenn keine spra
hli
hen Mittel zur Bezei
hnung

dieses

"

es\ vorhanden sind, wird es s
hwierig.

Benutzen wir wieder Davidsons Beispielsatz: M

�

uller tat es langsam, vors

�

atz-

li
h, im Badezimmer, mit einem Messer, um Mitterna
ht. Was er tat, war,

da� er ein Br

�

ot
hen s
hmierte. Na
h Davidson enth

�

alt dieser Satz eine ge-

bundene Ereignisvariable, auf die si
h die Charakterisierungen beziehen. Die

korrekte Paraphrase in die sogenannte

"

Davidsons
he Form\ lautet: Es gibt

ein Ereignis, das ist ein Br

�

ot
hens
hmieren, und es ges
hieht vors

�

atzli
h,

und es ges
hieht im Badezimmer, und es ges
hieht mit einem Messer, und

es ges
hieht um Mitterna
ht. Die oben erw

�

ahnten Ableitungen sind dann

formal ganz

�

ubli
h: Aus

9x (Br

�

ot
hens
hmieren (x) ^ vors

�

atzli
h (x) ^ im Badezimmer (x) ^

^ mit einem Messer (x) ^ um Mitterna
ht (x))

l

�

a�t si
h folgern:

9x (Br

�

ot
hens
hmieren (x) ^ um Mitterna
ht (x)).

Die dazu notwendige Regel ist eine der gar ni
ht umstrittenen, v

�

ollig un-

kontroversen Regeln der Quantorenlogik: 9x(A(x) ^ B(x)) ` 9xA(x). Ne-

ben den erw

�

uns
hten Ableitbarkeitsbeziehungen und dem Fehlen des Satzes
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"

M

�

uller tat es . . .\ in der formalen Explikation hat die vorges
hlagene Form

no
h einen wesentli
hen Vorteil: Sie erlaubt das unbegrenzte Hinzuf

�

ugen

weiterer Charakterisierungen des Ereignisses. Insbesondere Ortsbezei
hnun-

gen k

�

onnen in sol
hen S

�

atzen in gro�er Zahl vorkommen, so tat es M

�

uller

ni
ht nur im Badezimmer, sondern au
h in der Dus
hkabine, in seinem Haus,

im West


�

ugel, in Bologna . . . und zwar alles mit derselben Handlung. Dies

ist das Argument, was gew

�

ohnli
h gegen den fr

�

uheren Versu
h, mit zus

�

atz-

li
hen Charakterisierungen klarzukommen, eingewendet wird. Gemeint ist

die Idee, Pr

�

adikate mit einer gro�en oder gar variablen Anzahl von Stellen

auszustatten. Wenn das ma
hbar ist, brau
hen bei der Analyse sol
her S

�

atze

wie dem

�

uber M

�

uller keine Ereignisse erw

�

ahnt zu werden. Ein Pr

�

adikat wie

"

s
hmieren\ hat dann die Stellen hwer, was, wie, womit, wo, wanni, der Satz

hat die Form:

S
hmieren (M

�

uller, Br

�

ot
hen, langsam und vors

�

atzli
h, Messer, Badezim-

mer, Mitterna
ht).

Den S
hlu� auf

"

M

�

uller s
hmierte ein Br

�

ot
hen um Mitterna
ht\ kann man

auf zweierlei Weise bekommen (vgl. dazu beispielsweise [96℄, S. 89 f.). Ent-

weder man s
hlie�t auf implizit vorhandene (in der nat

�

urli
hen Spra
he ver-

ste
kte) Existenzquantoren mit Regeln der Art

P (a

1

; : : : ; a

n

) ` 9x

2

: : : 9x

n

P (a

1

; x

2

; : : : ; x

n

);

oder man setzt eine Reihe von Bedeutungspostulaten na
h dem Muster

"

Mit{etwas{Br

�

ot
hen{S
hmieren s
hlie�t der Bedeutung na
h Br

�

ot
hen{

S
hmieren ein\:

t

�

P

n

(a

1

; : : : ; a

n

) * t

�

P

n�1

(a

1

; : : : ; a

n�1

):

Davidson hat seine Art, sol
he S

�

atze aufzul

�

osen, wesentli
h auf die Analyse

von Handlungss

�

atzen bes
hr

�

ankt, seine Na
hfolger bes
hr

�

anken si
h ni
ht

darauf. Sie merken an, da� es v

�

ollig unklar ist, wieviele verste
kte Stellen

ein Pr

�

adikat wie

"

S
hmieren\ dann hat, beziehungsweise wieviele Bedeu-

tungspostulate gesetzt werden m

�

ussen. Wahrs
heinli
h kann man oft zu ei-

nem n{stelligen Pr

�

adikat no
h Situationen er

�

ortern, in denen es | in dieser

Konzeption | pl

�

otzli
h n + 1{stellig gebrau
ht wird. Andererseits ist der

Ausweg, einfa
h variable oder unendli
h gro�e Stellenzahlen anzunehmen,

vollkommen unintuitiv. Zudem kann der Kritiker im Sinne Davidsons zeigen,

da� sol
he zusammengesetzten Charakterisierungen wie oben das

"

langsam

und vors

�

atzli
h\ oder mehrere Ortsbestimmungen S
hwierigkeiten ma
hen

k

�

onnen. Was hei�t

"

Sie haben si
h im Park und in Bologna getro�en\ | im

Park in Bologna oder im Park (m

�

ogli
herweise au�erhalb von Bologna) und
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in Bologna (in der Konditorei)? Bei einer Au


�

osung na
h Art Davidsons

sind das jeweils ein oder eben zwei Ereignisse, die dur
h die Ereignisvaria-

blen zusammengehalten werden.

Kritiker Davidsons k

�

onnen ihrerseits auf einige Unklarheiten verweisen. Zu-

allererst gibt Davidson dem Leser nur eine re
ht vage Vorstellung davon,

was diese Entit

�

aten eigentli
h sind,

�

uber die er quanti�ziert. Wir wissen das

s
hon, meint er, wenn wir S

�

atze verstehen wie

"

I
h habe es getan\ oder

"

Das ist zweimal ges
hehen\. Im n

�

a
hsten Abs
hnitt wird daf

�

ur argumen-

tiert, da� das tats

�

a
hli
h so ist. Weiterhin ist aber ni
ht ents
hieden, wo

denn die Davidsons
he Au


�

osung eigentli
h ansetzen soll. Im Beispiel im

vorigen Absatz hatten wir ein S
hmieren, wel
hes von M

�

uller dem Br

�

ot
hen

angetan wurde | usw., das ist ja ni
ht die einzige M

�

ogli
hkeit, den Satz zu

analysieren. Warum sollte es si
h ni
ht um ein Br

�

ot
hen{S
hmieren handeln,

was von M

�

uller mit dem Messer vollzogen wird | usw.? Oder um einen Fall

von M

�

uller{s
hmiert{um{Mitterna
ht? Hier geht es im Unters
hied zu dem

Problem, mit dem si
h Davidson auseinandersetzt (da� der eine Satz aus

dem anderen Satz folgt), um das Problem, wie die entspre
henden Ereignis-

se zueinander stehen. In Davidsons Manier steht die Frage dann so: ist ein

S
hmieren, das die Eigens
haft hat, mit dem Messer vollzogen geworden zu

sein, immer ein Mit{dem{Messer{S
hmieren? Wahrs
heinli
h kann David-

son dieses Problem l

�

osen, indem er die Frage einfa
h mit Ja beantwortet.

Im selben Zusammenhang entsteht aber eine Frage, die er ni
ht beantwortet

und deren Beantwortung eine ganze Theorie erfordern w

�

urde. Die einzelnen

Charakteristika eines Ereignisses beziehen si
h auf ein und dieselbe Wei-

se auf das Ereignis, dur
h Pr

�

adikation n

�

amli
h. Handlungstr

�

ager, Objekte,

Zeiten, Orte, Zwe
ke, Instrumente . . . sind aber ni
ht einfa
h Eigens
haf-

ten von Ereignissen. Wenn umgangsspra
hli
he S

�

atze genauer analysiert

werden, kommen dementspre
hend Satzteile vor, wie

"

IN (Badezimmer, x)\

oder

"

MIT (Messer, x)\, wobei x die quanti�zierte Ereignisvariable ist. Hier

stellen si
h nun meines Era
htens alle die Fragen neu, die Davidson gerade

l

�

osen wollte: Wieso soll das Pr

�

adikat IN gerade zweistellig sein, gibt es au
h

ein dreistelliges? Mu� man ni
ht von der Existenz eines Ereignisses des IN{

ens ausgehen, das vom Ereignis des S
hmierens dem Badezimmer angetan

wird? Wieviel vers
hiedene sol
her Basisereignisse gibt es?

Bevor auf Davidsons Identit

�

atskriterium eingegangen wird, folgt ein Ex-

kurs

�

uber die Behandlung der Stellenzahl von Pr

�

adikaten in der Logik.
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Ein Exkurs: Valenzen. No
hmals Pr

�

adikate

Valenzen

Es gibt vers
hiedene grammatis
he Theorien

�

uber die Rolle von Verben. Hier

wird eine angenommen, in der das Verb die zentrale Rolle im Satz spielt und

�

uber eine glei
hbere
htigte Reihe von Argumenten (in der Grammatik: Ak-

tanten) herrs
ht, im einfa
hsten Fall

�

uber Eigennamen. Viele Verben in der

nat

�

urli
hen Spra
he k

�

onnen nun auf unters
hiedli
he Anzahlen sol
her Argu-

mente satzbildend angewendet werden:

"

I�t\ bildet o�ensi
htli
h sowohl mit

"

Adam\ als au
h mit dem Paar

"

Adam, Butterbr

�

ot
hen\ korrekte deuts
he

S

�

atze (

"

Adam i�t\ und

"

Adam i�t Butterbr

�

ot
hen\). So ist es au
h in David-

sons M

�

uller{Beispiel:

"

M

�

uller s
hmiert ein Br

�

ot
hen um Mitterna
ht\ und

"

M

�

uller s
hmiert ein Br

�

ot
hen um Mitterna
ht im Badezimmer mit einem

Messer\ sind beides korrekt gebildete S

�

atze. Man kann mit diesem Problem

auf vers
hiedene Weise umgehen: Sol
he Verben bekommen mehrere (unter-

s
hiedli
he) Eintr

�

age in das Lexikon. Dann hat man etwa i�t

einstellig

und

i�t

zweistellig

als Eintr

�

age. F

�

ur den Logiker erhebt si
h allerdings in diesem

Falle die Frage, wie das Verh

�

altnis zwis
hen diesen beiden Pr

�

adikaten ist,

wie das Verh

�

altnis zwis
hen dem Ereignis, da� Adam i�t, und dem Ereig-

nis, da� Adam Butterbr

�

ot
hen i�t, ist. Ein anderer Weg ist es, anzunehmen,

da� jedes Pr

�

adikat eine Grundvalenz hat, die unter Umst

�

anden reduziert

oder erweitert werden kann. Das i�t

einstellig

kann dann als Resultat einer

Valenzreduktion des i�t

zweistellig

aufgefa�t werden, und s
hmieren mit ist

eine Valenzerweiterung des Grundpr

�

adikates s
hmieren. Einige Regeln f

�

ur

Operationen

�

uber Valenzen von Pr

�

adikaten sollen im folgenden angegeben

werden, die au
h S
hl

�

usse auf Relationen zwis
hen entspre
henden Ereignis-

sen zulassen. Zun

�

a
hst jedo
h no
h eine Bemerkung zur Interpretation von

Davidsons Beispiel:

�

Ubli
herweise werden in der Grammatik r

�

aumli
he und

zeitli
he Bestimmungen ni
ht als Valenzen aufgefa�t. Es ist allerdings kein

Problem, jedem Pr

�

adikat eine Raum- und eine Zeit{Stelle wie eine Valenz

zur Verf

�

ugung zu stellen, die dann ganz genauso wie andere Valenzen behan-

delt werden k

�

onnen. S

�

atze mit Pr

�

adikaten mit freien Raum{Zeit{Valenzen

sind dann gerade die lokalen Aussagen, die f

�

ur die Ereignisbildung univer-

salisiert werden m

�

ussen. Adverbien wie

"

langsam\ oder

"

gen

�

u�li
h\ sollten

syntaktis
h anders expliziert werden, n

�

amli
h als Eigens
haften von Ereig-

nissen. Ein Satz wie

"

Das Metallst

�

u
k erw

�

armt si
h langsam\ ist dann ei-

ner

�

uber die Ges
hwindigkeit, mit der eine Erw

�

armung ges
hieht | und

zun

�

a
hst keiner

�

uber das Metallst

�

u
k. Allerdings lassen si
h gewisse S

�

atze

�

uber das Metallst

�

u
k aus dem Satz ableiten.
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Was ist ein Pr

�

adikat?

Wenn wir in der Logik

�

uber Eigens
haften und Relationen spre
hen, tun wir

das zumeist in der Quantorenlogik erster Stufe. Im Alphabet kommen dann

entspre
hende Zei
hen f

�

ur Pr

�

adikattermini vor: beispielsweise die Pr

�

adikat-

variablen P;Q;R; P

1

; : : :, so viele, wie gebrau
ht werden, und von jeder n

�

oti-

gen Stellenzahl oder konstante Pr

�

adikate wie beispielsweise das zweistellige

"

=\. Die Stellenzahl geh

�

ort zum Namen, das hei�t, wir k

�

onnten | au
h

wenn das unbequem ist | ohne Z

�

ogern zwei Eigens
haften mit P bezei
h-

nen: eine einstellige (von Gegenst

�

anden) und eine zweistellige (von Paaren).

Das ist unbestritten, wir benutzen daf

�

ur beispielsweise untere Indizes und

s
hreiben P

1

; P

2

usw. Dur
h die Anzahl der Stellen ist eine Eigens
haft von

Valenzen s
hon gegeben, n

�

amli
h ihre Anzahl. Wir haben au
h eine zweite

Eigens
haft von Valenzen in der Logik parat: ihre Reihenfolge. Wenn P

1

2

das zweistellige Pr

�

adikat

"

s
hl

�

agt\ sein soll, dann wissen wir ni
ht nur, da�

jemand jemanden s
hl

�

agt, sondern da� der erste den zweiten oder der zweite

Teilnehmer den ersten s
hl

�

agt. Ungea
htet dessen besteht dieselbe sa
hli
he,

empiris
he Relation zwis
hen Adam und Mary (liegt derselbe Sa
hverhalt

vor), wenn i
h sage

"

Mary s
hl

�

agt Adam\ (wir nehmen k

�

unftig immer an:

mit dem Kopfkissen), dies aber einmal ausdr

�

u
ke als P (a;m) oder ein an-

deres Mal als P

1

(m;a); wobei das erste Pr

�

adikat hei�t: das erste Argument

s
hl

�

agt das zweite; das zweite Pr

�

adikat aber: das zweite Argument s
hl

�

agt

das erste. Die beiden S

�

atze (der formalen Spra
he) sind jedo
h unters
hied-

li
h, da vers
hiedene Pr

�

adikate verwendet werden. Adam und Mary bleiben

in einer Relation, genau wie im Falle des nat

�

urli
hspra
higen glei
hbedeuten-

den Satzes

"

Adam wird von Mary ges
hlagen\ | was s
hlie�li
h au
h ein

anderer Satz mit einem anderen Pr

�

adikat ist. Warum hat man nun aber den

dringenden Verda
ht, da� diese Pr

�

adikate

"

s
hlagen\ und

"

ges
hlagen wer-

den\ do
h n

�

aher miteinander verwandt sind, als es

"

s
hlagen\ und

"

s

�

u�er

als\ untereinander sind? Die Antwort ist, da� die Logik das Problem mit

Hilfe der Bedingung l

�

ost, da� Relationen Mengen von geordneten n-Tupeln

und ni
ht einfa
h von n-Tupeln sind. Und nat

�

urli
h gilt in sol
hen F

�

allen:

Wenn hi

1

; : : : ; i

n

i ein n-Tupel ist, das die Relation f

n

erf

�

ullt (das hei�t,

f

n

(i

1

; : : : ; i

n

) ist wahr), und f

1

n

ist eine Relation, die si
h von f

n

nur dur
h

Permutieren der Argumentenstellen unters
heidet, dann gibt es ein n-Tupel,

was eine Permutation von hi

1

; : : : ; i

n

i ist und f

1

n

erf

�

ullt. Also identi�zieren

wir sol
he Relationen glei
h, wir sagen, da� irgendeine Reihenfolge gegeben

ist, und die ist dann die kanonis
he. Die anderen sind Ausdru
ksvarianten.

Ein n-stelliges Pr

�

adikat f

n

auf einem Interpretationsberei
h I ist in der

klassis
hen Semantik eine Funktion, deren De�nitionsberei
h das n-fa
he
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kartesis
he Produkt von I mit si
h selbst und deren Werteberei
h die Men-

ge fT; Fg ist. Man kann man
hmal au
h explizite syntaktis
he Verweise

auf die Reihenfolge der Argumente �nden, falls diese wi
htig ers
heint. Kim

beispielsweise benutzt im Ans
hlu� an Quine Zi�ern in einem Kreis, die bei

mehrstelligen Pr

�

adikaten auf die Reihenfolge verweisen (vgl. [49℄, S. 223).

Die Reihenfolge der Argumente wird also in der Logik genau wie deren An-

zahl zur Kenntnis genommen. Dies war die zweite Eigens
haft von Valenzen.

Die dritte Eigens
haft wurde in der Logik bislang ni
ht oder zumindest

ni
ht ausf

�

uhrli
h re
ektiert: Die Argumente sind ni
ht beliebig, sondern

geh

�

oren stets zu einem h

�

o
hstm

�

ogli
hen Typ. Ein Satz wie

"

Mein K

�

uhl-

s
hrank s
hl

�

agt die Widerspru
hsfreiheit des Pr

�

adikatenkalk

�

uls\ ist unsin-

nig, weil man in den nat

�

urli
hen Spra
hen die Argumentenstellen quali�-

ziert verwendet: Ni
ht

"

Gegenstand s
hl

�

agt Gegenstand\, sondern

"

Mens
h

s
hl

�

agt Lebewesen\, beispielsweise.

"

Uhr s
hl

�

agt Stunde\ oder

"

Sportler

s
hl

�

agt Sportler\ w

�

aren andere Pr

�

adikate genauso, wie

"

jemand ha�t\ (ein

allgemeiner psy
his
her Zustand wird konstatiert) und

"

jemand ha�t jeman-

den\ oder

"

jemand s
hl

�

agt jemanden\ und

"

jemand wird von jemandem ge-

s
hlagen\ unters
hiedli
he Pr

�

adikate sind. W

�

ahrend dur
h die geordneten

n-Tupel (dur
h die De�nition der Funktion auf dem kartesis
hen Produkt

und ni
ht auf der Menge der n-elementigen Mengen) Reihenfolge und An-

zahl festgelegt sind, wird dur
h die Quantorenlogik die Art, die Quali�ka-

tion der Valenzen geradezu ausges
hlossen. Es wird ja s
hlie�li
h verlangt,

da� alle Individuenvariablen auf dem glei
hen Berei
h interpretiert werden!

Pr

�

adikate in der klassis
hen Logik haben also als Gegenstandsberei
h ihrer

Argumente erstens immer den glei
hen Berei
h f

�

ur alle Argumente und al-

le Pr

�

adikate in der jeweiligen Er

�

orterung; und zweitens damit immer einen

maximalen Berei
h, der dur
h einen kategorialen Terminus (Gegenstand,

im Zweifelsfall) benannt wird. Man kommt dann nat

�

urli
h zu S

�

atzen wie

dem oben. In der klassis
hen Logik sind sol
he S

�

atze einfa
h fals
h (in der

ni
httraditionellen Pr

�

adikationstheorie sind sie ebenfalls fals
h, aber ihre in-

nere, abspre
hende Negation ist au
h fals
h). Da� die Quantoren ebenfalls

auf diesem kategorialen einheitli
hen Berei
h interpretiert werden, s
hl

�

agt

si
h in der Quantoreninterpretation nieder, die von man
hen Autoren als

paradox aufgefa�t wird. So s
hreiben beispielsweise die Autoren von [101℄

auf den Seiten 321 �., da� die Formel 8xP (x) � P (y) (in der klassis
hen

Quantorenlogik erster Stufe eine Tautologie) eine Paradoxie sei:

Wenn der Subjunktionsoperator mit

"

wenn . . . , so . . .\ inter-

pretiert wird, P f

�

ur

"

elektris
h leitend\, x beziehungsweise y f

�

ur

"

Metall\ und

"

Porzellan\ stehen, dann erh

�

alt man die Behaup-
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tung, da� wenn alle Metalle elektris
h leiten, dies au
h Porzellan

tut.

Wie Sinowjew und Wessel selbst sehr gut wissen, greift dieser Einwand un-

ter der Voraussetzung der semantis
hen Regeln f

�

ur die klassis
he Quantor-

entheorie ni
ht. Alle Quantoren greifen s
hlie�li
h auf ein und denselben

Individuenberei
h zu, und au�erhalb dieses Individuenberei
hes gibt es kei-

ne Interpretationsm

�

ogli
hkeit f

�

ur Individuenvariablen. Konkret hei�t das,

da� Porzellan einfa
h ni
ht im Individuenberei
h zur Verf

�

ugung steht, wenn

�

uber Metalle unmittelbar quanti�ziert wird (h

�

o
hstens als Metall). Es gibt

eine einfa
he und harmlose inhaltli
he Interpretation f

�

ur 8xP (x) � P (y), die

diese Formel annehmbar ma
ht: Wenn P eine Eigens
haft ist, die ni
ht auf

alle Elemente des Interpretationsberei
hes zutri�t, dann gilt die Formel auf-

grund der Eigens
haften der Subjunktion � (da� diese ni
ht die des

"

wenn

. . . , so . . .\ sind, soll hier ni
ht diskutiert werden); wenn P aber eine sol
he

Eigens
haft ist, ist sie klassis
h bedeutungsglei
h mit der Eigens
haft, In-

terpretationsobjekt (Element des Individuenberei
hes) zu sein. Diese Eigen-

s
haft mu� dann nat

�

urli
h au
h jede Einsetzung f

�

ur y haben. Allerdings ist

klar, und das ist der rationale Kern der Argumentation von Sinowjew und

Wessel, da� au
h andere Bedingungen f

�

ur eine korrekte Quantorentheorie

entstehen, wenn die Pr

�

adikate ni
ht auf einem einheitli
hen Individuenbe-

rei
h interpretiert sind (vgl. [102℄ und au
h [93℄, S. 100 �.).

Die Valenz eines Pr

�

adikates sind also die folgenden drei formalen Eigen-

s
haften des Tupels, das mit dem Pr

�

adikat einen vollst

�

andigen Satz bildet:

Anzahl, Ordnung, Quali�kation der Argumente.

Einem Vors
hlag Shramkos folgend, ist in der nun folgenden Interpretation

ein n-stelliges Pr

�

adikat weiterhin eine Funktion aus kartesis
hen Produkten

in Wahrheitswerte, jedo
h sind die kartesis
hen Produkte anders de�niert: es

handelt si
h um kartesis
he Produkte von n in Abh

�

angigkeit vom Pr

�

adikat

gegebenen Untermengen von I. F

�

ur die De�nition der Untermengen kann

eine Funktion i benutzt werden, die jedem n-stelligen Pr

�

adikat ein n-Tupel

sol
her Untermengen zus
hreibt (Shramko nennt diese Funktion Relevanz-

funktion).

Operationen

�

uber Valenzen

Eine Valenzreduktion bezieht si
h, wie wir oben gesehen haben, auf die

Stellenzahl der Pr

�

adikate. Aus Pr

�

adikaten mit einer bestimmten Stellenzahl

werden dur
h Valenzreduktion Pr

�

adikate mit geringerer Stellenzahl gebildet.

Logis
h gesehen ist das ni
hts besonderes, ni
hts anderes als ein Termini-

bildungsme
hanismus, ein De�nitionss
hema f

�

ur Pr

�

adikattermini. Nat

�

urli
h
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sind bez

�

ugli
h jeder Valenz
harakteristik (Anzahl, Ordnung, Quali�kation)

Neu- und Umde�nitionen von Pr

�

adikaten m

�

ogli
h. Sowohl Valenzreduktion

als au
h -erweiterung beziehen si
h auf die Anzahl, dazu kommen wir sofort.

Hier folgen zun

�

a
hst einige Vors
hl

�

age f

�

ur Terminibildungen mit Hilfe von

Ordnung und Quali�kation.

Vertaus
hbarkeit

F

�

ur die Ordnung der Argumente haben wir oben die Vermutung ausgespro-


hen, da� einfa
h die Bedeutungsglei
hheit der entspre
henden Pr

�

adikate

mit permutierten Argumentenstellen gilt. Das k

�

onnte folgenderma�en fest-

gehalten werden:

De�nition 40

Es seien f

1

n

und f

2

n

n-stellige Pr

�

adikate, I ein Individuenberei
h, und i(f

2

n

)

ist eine (bestimmte) Permutation von i(f

1

n

). Das hei�t, i(f

1

n

) und i(f

2

n

) un-

ters
heiden si
h nur in der Reihenfolge des Vorkommens bestimmter Unter-

mengen von I. p

�

ist ein pr

�

adikatterminibildender Operator, f

�

ur den gilt:

t

�

f

1

n

*

)

t

�

p

�

f

2

n

dann und nur dann, wenn f

�

ur alle x

j

i

2 I gilt: f

1

n

(x

1

1

; : : : ; x

1

n

)

ist wahr genau dann, wenn f

2

n

(x

2

1

; : : : ; x

2

n

) wahr ist, wobei die x

2

i

auf die-

selbe Weise dur
h Permutation aus den x

1

i

erhalten worden sind, wie die

entspre
henden Werte der Funktion i oben.

In der nat

�

urli
hen Spra
he garantiert die De�nition 40 die gegenseitige Er-

setzbarkeit von Aktiv- und Passivausdr

�

u
ken (bei Erg

�

anzung dur
h eine

dur
h-, von-, oder

�

ahnli
hem -Klausel) ohne Sinnverlust (deshalb wurde

das

"

p\ gew

�

ahlt), in einer ni
httraditionellen Pr

�

adikationstheorie mu� sie

dur
h eine o�ensi
htli
he Klausel f

�

ur das Abspre
hen der Pr

�

adikate erwei-

tert werden. Die entspre
hende Bildungsregel f

�

ur Pr

�

adikattermini (p

�

f

n

ist

ein Pr

�

adikatterminus genau dann, wenn . . . ) kann

"

Valenztaus
h\ genannt

werden. Ein weiteres umgangsspra
hli
hes Beispiel f

�

ur Valenztaus
h ist die

Verwendung vers
hiedener Reihenfolgen der Argumente in

"

liegt zwis
hen\:

"

Berlin liegt zwis
hen Rosto
k und Jena\,

"

Zwis
hen Rosto
k und Jena liegt

Berlin\,

"

Berlin liegt zwis
hen Jena und Rosto
k\. Russell h

�

atte gesagt, die-

se S

�

atze werden dur
h denselben Fakt wahrgema
ht, den einer konkreten

geographis
hen Lage der St

�

adte. Dieser Gedanke kann innerhalb der im er-

sten Kapitel vorgestellten Konzeption mit dem Postulat expliziert werden,

da� dur
h Valenztaus
h verbundene Pr

�

adikate glei
he Ereignisse konstituie-

ren:

Postulat 7

Wenn t

�

f

1

n

*

)

t

�

p

�

f

2

n

, dann gilt t

�

sf

1

n

(x

1

1

; : : : x

1

n

)

*

)

t

�

sf

2

n

(x

2

1

; : : : x

2

n

), wobei
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die Folge der x

2

i

dur
h die Permutation aus der Folge der x

1

i

erhalten ist,

die dur
h p

�

bes
hrieben ist.

Eins
hr

�

ankungen

Quali�kationen kann man si
h einfa
h als Liste von generellen Subjektter-

mini vorstellen. Die Anzahl in der Liste ist die Stellenzahl, die Reihenfolge

selbstverst

�

andli
h die Ordnung. Ein n-stelliges Pr

�

adikat kann grunds

�

atzli
h

an allen Stellen einges
hr

�

ankt werden, indem ein vorkommender genereller

Subjektterminus w

1

dur
h einen generellen Subjektterminus w

2

, f

�

ur die gilt

t

�

w

2

* t

�

w

1

, ersetzt wird. Aus Liebe zu Mens
hen wird auf diese Weise

Liebe zu einer Frau, aus Zwis
hen-St

�

adten-liegen wird Zwis
hen-deuts
hen-

St

�

adten-liegen. Da zwis
hen deuts
hen St

�

adten liegen au
h hei�t, zwis
hen

St

�

adten zu liegen; und da die Liebe zu einer Frau ja au
h eine Liebe zum

Mens
hen ist, sollen die Eins
hr

�

ankungen entspre
hend festgelegt werden:

De�nition 41

Es seien f

1

n

und f

2

n

n-stellige Pr

�

adikate, I ein Individuenberei
h und X � I.

k

�

X

ist ein pr

�

adikatterminusbildender Operator, f

�

ur den gilt:

t

�

f

1

n

*

)

t

�

k

�

X

f

2

n

genau dann, wenn Y 2 i(f

2

n

) ^ X � Y und i(f

1

n

) Resul-

tat der Ersetzung von Y dur
h X in i(f

2

n

) ist, sowie f

�

ur alle x

j

i

2 I gilt:

f

1

n

(x

1

1

; : : : x

1

n

) ist wahr dann, wenn f

2

n

(x

2

1

; : : : x

2

n

) wahr ist.

In der nat

�

urli
hen Spra
he garantiert die De�nition 41 die Konkretisier-

barkeit von Eigens
haften und Relationen, die entspre
hende Terminibil-

dungsregel kann

"

Eins
hr

�

ankungsregel\ f

�

ur Pr

�

adikattermini genannt wer-

den. Bez

�

ugli
h der ni
httraditionellen Pr

�

adikationstheorie gilt die Bemer-

kung zu De�nition 40. Eins
hr

�

ankungen sind ni
ht Valenzreduktionen, die

Anzahl der Stellen bleibt glei
h | nur einer der

"

De�nitionsberei
he\ ist

enger gefa�t. Dies geht h

�

au�g mit einer te
hnis
hen Bedeutung des dur
h

Eins
hr

�

ankung gewonnenen Terminus einher. Wie oben, l

�

a�t si
h

�

uber ein

Postulat das Verh

�

altnis der entspre
henden Ereignistermini festlegen:

Postulat 8

Wenn t

�

f

1

n

*

)

t

�

k

�

X

f

2

n

, dann gilt t

�

sf

1

n

(x

1

1

; : : : x

1

n

)

*

)

t

�

sf

2

n

(x

2

1

; : : : x

2

n

) f

�

ur alle

x 2 X � Y .

Erweiterungen

Eine Quali�kationserweiterung ist die Ausweitung einer Argumentenstelle

ganz parallel zu dem eben f

�

ur Eins
hr

�

ankungen eingef

�

uhrten Verfahren:
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De�nition 42

Es seien f

1

n

und f

2

n

n-stellige Pr

�

adikate, I ein Individuenberei
h und X � I.

v

�

X

ist ein pr

�

adikatterminusbildender Operator, f

�

ur den gilt:

t

�

f

1

n

*

)

t

�

v

�

X

f

2

n

genau dann, wenn Y 2 i(f

2

n

) ^ Y � X und i(f

1

n

) Resul-

tat der Ersetzung von Y dur
h X in i(f

2

n

) ist, sowie f

�

ur alle x

j

i

2 I gilt:

f

1

n

(x

1

1

; : : : x

1

n

) ist wahr dann, wenn f

2

n

(x

2

1

; : : : x

2

n

) wahr ist.

Au
h die Verallgemeinerung von Pr

�

adikattermini, wie sie dur
h den v

�

X

{

Operator bes
hrieben wird, kommt in den nat

�

urli
hen Spra
hen vor. So wird

beispielsweise versu
ht, die Eigens
haft von Staatswesen

"

demokratis
h zu

sein\ auf Staatswesen und Parteien, politis
he Gruppierungen und sogar Po-

litiker auszudehnen. Das f

�

ur Ereignistermini n

�

otige Postulat ist o�ensi
ht-

li
h.

Verallgemeinerungen und Konkretisierungen sind immer mit Bezug auf ei-

ne bestimmte Valenzstelle und eine darauf bezogene Unter- oder

�

Ubermenge

de�niert. Selbstverst

�

andli
h k

�

onnen sol
he Operationen

�

uber Pr

�

adikaten ite-

riert (bez

�

ugli
h derselben Stelle) und au
h mehrfa
h (an mehreren Stellen)

auftreten. Anhand der De�nitionen l

�

a�t si
h zeigen:

Satz 14

t

�

k

�

X

f * t

�

f ;

t

�

f * t

�

v

�

X

f .

Analogien

Prinzipiell ist es m

�

ogli
h, selbst eine Form von Analogiebildung f

�

ur Pr

�

adi-

kattermini in diesem Zusammenhang einzuf

�

uhren. Ein Beispiel f

�

ur das, was

im folgenden modelliert werden soll, sind die vers
hiedenen verwandten Ver-

wendungen von

"

gr

�

o�er als\: Zahlen als Zahlen, Dinge als Dinge, Denker als

Denker. Was ist es, was analog ist bei

"

7 ist gr

�

o�er als 5\,

"

der Fernseh-

turm ist gr

�

o�er als der Funkturm (in Berlin)\ und

"

Wittgenstein ist gr

�

o�er

als Heidegger\? O�ensi
htli
h l

�

a�t si
h die H

�

ohe der T

�

urme in Meter auf

ihren Zahlenwert abbilden (und Zahlenwerte als H

�

ohen interpretieren), so

da� wir sagen k

�

onnen: T

�

urme sind gr

�

o�er als andere, wenn der Zahlenwert

der H

�

ohen entspre
hend gr

�

o�er ist als der der anderen.

�

Ahnli
h geht man

bei der (ganz si
her metaphoris
hen) Verwendung des dritten Satzes s
hein-

bar davon aus, da� si
h philosophis
he Qualit

�

aten entlang der Zahlena
hse

ordnen lassen (und Zahlen als

"

Auspr

�

agungsgrad philosophis
her Qualit

�

at\

interpretiert werden k

�

onnen). Das geht man
hmal ni
ht ohne Mi�verst

�

and-

nisse ab (inwiefern ist der Ministerpr

�

asident von Me
klenburg{Vorpommern
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ein gewi
htiger Politiker?), kann aber mit Hilfe von ausdr

�

u
kli
hen Verwei-

sen auf die zugrundeliegenden Abbildungen | beispielsweise in Form einer

Antwort auf Na
hfragen | weitgehend reguliert werden. In einer strengen

Variante kann also viellei
ht festgelegt werden:

De�nition 43

Es sei f

1

n

ein n-stelliges Pr

�

adikat, i(f

1

n

) = hX

1

1

; : : : ;X

1

n

i und es gibt eindeu-

tige Abbildungen X

2

1

�! X

1

1

, . . . , X

2

n

�! X

1

n

. Das zu f

1

n

analoge Pr

�

adikat

f

2

n

bez

�

ugli
h der genannten Abbildungen ist das dur
h folgende beiden Punk-

te gegebene Pr

�

adikat:

(i) i(f

2

n

) = hX

2

1

; : : : ;X

2

n

i;

(ii) f

2

n

(x

2

1

; : : : ; x

2

n

) ist wahr genau dann, wenn x

2

1

�! x

1

1

, . . . , x

2

n

�! x

1

n

,

und wenn f

1

n

(x

1

1

; : : : ; x

1

n

) wahr ist.

Analogie ist in dieser Interpretation eine Art Homomorphismus.

Valenzreduktion

Die Valenz eines Pr

�

adikates zu reduzieren hei�t, ein Pr

�

adikat zu bilden,

wel
hes (mindestens) eine Stelle weniger hat und f

�

ur das gilt: Beim Einset-

zen sol
her Objekte, die zu ni
htreduzierten Valenzen geh

�

oren und die mit

dem Ausgangspr

�

adikat wahre Aussagen bilden, bildet das valenzreduzierte

Pr

�

adikat ebenfalls wahre S

�

atze. Anders ausgedr

�

u
kt, es soll ein Verfahren

formuliert werden, wel
hes Pr

�

adikate s

�

attigt. Was damit gemeint ist und da�

dies auf unters
hiedli
he Weise vonstatten gehen kann, l

�

a�t si
h am Beispiel

des folgenden Pr

�

adikates ans
hauen:

Das Pr

�

adikat sei

"

Liegt zwis
hen\ mit

i(liegt zwis
hen) = hStadt; Stadt; Stadti.

Das dreistellige Pr

�

adikat erlaubt es, unter anderem folgende va-

lenzreduzierten Pr

�

adikate zu bilden:

(i) Ein St

�

adtepaar-zu-sein-zwis
hen-dem-Berlin-liegt: eine ir-

re
exive, symmetris
he, ni
ht-transitive zweistellige Rela-

tion (oder die Eigens
haft eines Paares) | diese besteht

zwis
hen Leipzig und Rosto
k, aber ni
ht zwis
hen Dres-

den und Leipzig;

(ii) Zwis
hen-Leipzig-und-Rosto
k-liegen: eine einstellige Rela-

tion (eine Eigens
haft) | diese kann Berlin ri
htig zuge-

spro
hen werden, aber ni
ht Dresden;

(iii) Zwis
hen-irgendeiner-Stadt-und-Rosto
k-liegen: jetzt eine

einstellige Relation | diese kann Berlin oder Leipzig ri
h-

tig zugespro
hen werden, aber ni
ht Rosto
k;
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(iv) Ein-St

�

adtepaar-zu-sein-zwis
hen-dem-alle-St

�

adte-liegen:

eine zweistellige Relation | diese kann wahrs
heinli
h kei-

nem St

�

adtepaar ri
htig zuges
hrieben werden.

Es d

�

urfte klar sein, wie sie gebildet wurden.

Es sei, wie oben, f

n

ein n-stelliges Pr

�

adikat, und X = i

i

(f

n

) sei die i-te

Untermenge von I, die dur
h die Funktion i dem Pr

�

adikat zuges
hrieben

wird. Man kann diese i-te Valenz des Pr

�

adikates fests
hreiben, indem man

sie entweder mit einem singul

�

aren Element aus X besetzt oder (explizit oder

implizit) behauptet, da� jedes oder irgendein Element aus X diese Stelle

besetzt h

�

alt. Diese Idee kann in der folgenden De�nition realisiert werden:

De�nition 44

Wenn f

n

ein n-stelliges Pr

�

adikat und X = i

i

(f

n

) die i-te Untermenge von

I ist, die dur
h i dem Pr

�

adikat zuges
hrieben wird, dann sind 8Xf

n

, 9Xf

n

(n-1)-stellige Pr

�

adikate sowie au
h alle Pr

�

adikate f

n�1

, die dur
h Ersetzen

von X dur
h ein x 2 X in i(f

n

) entstehen. F

�

ur diese Pr

�

adikate gilt:

8Xf

n

(x

1

; : : : ; x

n�1

) ist wahr genau dann, wenn f

n

(x

1

; : : : ; x

n

) wahr ist f

�

ur

jedes x

i

2 X

i

und ansonsten glei
he Argumentenstellenbelegung.

9Xf

n

(x

1

; : : : ; x

n�1

) ist wahr genau dann, wenn f

n

(x

1

; : : : ; x

n

) wahr ist f

�

ur

ein x

i

2 X

i

und ansonsten glei
he Argumentenstellenbelegung.

f

n�1

(x

1

; : : : ; x

n�1

), das dur
h Ersetzen von X dur
h ein x

i

2 X

i

in i(f

n

)

entstanden ist, ist wahr genau dann, wenn f

n

(x

1

; : : : ; x

n

) wahr ist f

�

ur dieses

x

i

2 X

i

und ansonsten glei
he Argumentenstellenbelegung.

Anstelle der klassis
hen Quantoren k

�

onnen und sollen die Terminiquantoren

aus De�nition 71 auf Seite 71 verwendet werden, falls man si
h auf diese

einlassen will.

In der De�nition 44 ist die Reduktion einer Valenzenstelle bestimmt.

Solange aber o�ene Stellen

�

uberhaupt no
h vorhanden sind, l

�

a�t si
h die

Reduktion fortsetzen. Komplett reduzierte Pr

�

adikate sind keine Pr

�

adikate

mehr, sondern S

�

atze. Jeder Satz ist, wenn man die Analyse oben von den

Pr

�

adikaten auf die S

�

atze ausdehnen wollte, entweder die Funktion aus der

leeren Menge (einer Untermenge von I) na
h wahr (T ) oder na
h fals
h

(F ). Mit den Implikationen dieses Freges
hen Ergebnisses will i
h mi
h hier

ni
ht bes
h

�

aftigen.

Valenzreduktion entspre
hend der De�nition 44 l

�

a�t die Anzahl der freien

Valenzen dadur
h s
hrumpfen, da� freie Valenzen vers
hwinden, indem die

Stellen ges

�

attigt werden, ni
ht aber die Valenzstellen als sol
he vers
hwin-
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den. Wie das folgende Beispiel zeigt, ist das ein Unters
hied, der bei der

Interpretation der reduzierten, neugebildeteten Pr

�

adikate eine Rolle spielt:

Betra
hten wir die Pr

�

adikate, die in den S

�

atzen

"

Adam heiratet

Mary\ und

"

Adam heiratet\ vorkommen. Wenn man

�

uberhaupt

von so etwas wie einem nat

�

urli
hen, selbstverst

�

andli
hen Heran-

gehen an die Formalisierung von S

�

atzen der nat

�

urli
hen Spra
he

spre
hen kann, so legt dieses die Analyse des ersten Satzes als

H

2

(a;m), die des zweiten als H

1

(a) nahe. Wenn das einstellige

H

1

aus dem zweiten Satz als Grundpr

�

adikat und einstellig ver-

wendet wird, ist dagegen au
h ni
hts einzuwenden. Die S
hwie-

rigkeiten beginnen beispielsweise dann, wenn Existenzbelastun-

gen und de�nitoris
he Zusammenh

�

ange (oder Bedeutungspostu-

late) betra
htet werden. Im ersten Fall sind beide Argumenten-

stellen existenzbelastet, die Wahrheit eines Satzes H

2

(a;m) setzt

die Existenz von a und m voraus, w

�

ahrend im zweiten Fall nur

die Existenz von a aus H

1

(a) vorausgesetzt wird. Wir ben

�

otigen

also tats

�

a
hli
h, wie das ja au
h von vielen vorges
hlagen wird,

zwei Lexikoneintr

�

age: heiratet zweistellig und heiratet einstellig.

Die hier vorges
hlagene generelle Interpretation der Reduktion

als S

�

attigung l

�

a�t

"

heiratet\ in dem Satz

"

Adam heiratet\ zwei-

fa
h existenzbelastet bleiben: 9xH

2

(a; x) besitzt zwei existenz-

belastete Stellen.

Valenzreduzierte Pr

�

adikate bilden also S

�

atze, die (implizit) mehr als nur an

den explizit angegebenen Stellen existenzbelastet sind.

Es sei f

n

ein n-stelliges Pr

�

adikat, und f

n�1

sei mit Hilfe einer Valenzre-

duktion entspre
hend De�nition 44 aus f

n

gewonnen worden. Die beiden

Pr

�

adikate stehen ni
ht in irgendeiner unmittelbaren Bedeutungsbeziehung

zueinander, da sie ni
ht auf dieselben Tupel von Argumenten pr

�

adiziert wer-

den k

�

onnen | weder s
hlie�t f

n

das Pr

�

adikat f

n�1

, no
h s
hlie�t f

n�1

das

Pr

�

adikat f

n

der Bedeutung na
h ein. Intuitiv haben wir aber Bedeutungs-

beziehungen auf der Ebene bestimmter Subjekttermini, s
hlie�li
h ist eine

Heirat mit Mary eine Heirat und eine Liebe zu allen Mens
hen ist Liebe.

Ein Kandidat f

�

ur die Bildung sol
her Subjekttermini ist der von Wessel be-

s
hriebene

"

Sa
hverhaltsoperator\ s

�

(vgl. [123℄, S. 373 �.), der aus Aussa-

gen Sa
hverhaltstermini bildet. Grob gesagt sind zwei Sa
hverhaltstermini

bedeutungsglei
h, wenn die konstituierenden Aussagen gegenseitig ausein-

ander logis
h ableitbar sind, und zwar gegebenenfalls unter Ber

�

u
ksi
hti-

gung weiterer terminologis
her Festlegungen und Beziehungen. Werden ne-

ben Aussagen (S

�

atzen) au
h Pr

�

adikate als Argumente f

�

ur diesen Operator
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zugelassen, so entstehen neben den Sa
hverhalten au
h Sa
hverhaltstypen,

S
hemata von Sa
hverhalten. Ohne weiter zu diesem Thema zu argumentie-

ren, nehmen wir an, da� die Bedeutungbeziehungen zwis
hen Sa
hverhalten

so gestaltet sein m

�

ussen, da� das Vorkommen von h

�

oheren Typen aus denen

der niederen Typen folgen soll sowie die

�

ubli
hen Eigens
haften des Bedeu-

tungseins
hlu� erhalten bleiben. Das ist aber im Einklang mit der De�nition

44, und so kann festgelegt werden:

Postulat 9

Es seien f

n

und f

n�1

wie oben, dann gilt: t

�

s

�

f

n�1

* t

�

s

�

f

n

.

Es ist lei
ht einzusehen, da� Valenzreduktion | auf diese Weise verstanden

| in einer Spra
he mit endli
h vielen Subjekttermini (mit einem endli-


hen Interpretationsberei
h) jedem Pr

�

adikat mit genau de�nierter Valenz

ein endli
hes System von abgeleiteten Pr

�

adikaten zus
hreibt. Es handelt

si
h um einen baumartigen Graphen (aber keinen Baum, da die

"

�

Aste\ ver-

s
hmelzen k

�

onnen), dessen Wurzel das unreduzierte Pr

�

adikat ist und dessen

Bl

�

atter alle m

�

ogli
hen Reduktionen auf einstellige Pr

�

adikate sind. Ein zwei-

stelliges Pr

�

adikat hat demna
h abgesehen von den Raum- und Zeit{Stellen

zwei m

�

ogli
he prinzipielle Valenzreduktionen, was der Unters
heidung in die

klassis
hen Aktiv- und Passivpaare entspri
ht. Dies erlaubt es

�

ubrigens, aus

der Information, da� Adams Ho
hzeit au
h Marys Ho
hzeit war, darauf zu

s
hlie�en, da� Adam und Mary einander geheiratet haben.

Bevor Valenzerweiterungen bespro
hen werden sollen, soll eine Frage for-

muliert werden, die meines Era
htens in der Logik ni
ht beantwortet wer-

den kann: Warum werden man
he Valenzen so gut wie niemals reduziert,

w

�

ahrend man
he ganz o�ensi
htli
h sogar standardm

�

a�ig reduziert werden?

Te
hnis
h lassen si
h beliebige valenzreduzierte Pr

�

adikate bilden, ni
ht nur

"

gl

�

aubig\ (f

�

ur

"

gottgl

�

aubig\,

"

glaubt an Gott\) oder

"

heiratet\, sondern

au
h

"

p
egt\ oder

"

ist bezei
hnet\ (f

�

ur

"

p
egt jemanden\ oder

"

ist von je-

mandem als etwas bezei
hnet\). Da� dies ni
ht tats

�

a
hli
h gema
ht wird, hat

si
herli
h au
h pragmatis
he Gr

�

unde | die wi
htige soziale Rolle einer be-

stimmten Sorte von Glauben beispielsweise, oder die vielen sozialen Folgen,

die die Ver

�

anderung des Familienstandes mit si
h bringt. S

�

atze mit redu-

zierten Pr

�

adikaten ohne ausdr

�

u
kli
hen Verweis auf die Art der Reduktion

(

�

uber einen Eigennamen, den All- oder den Existenzquantor) sind au�er-

dem h

�

au�g nur im Kontext verst

�

andli
h, und je einheitli
her und expliziter

der Kontext ist, desto h

�

au�ger k

�

onnen sol
he Pr

�

adikate ohne Sinnverlust

verwendet werden. Standardm

�

a�ig werden r

�

aumli
he und zeitli
he Charak-

teristika reduziert, wenn von

"

�

uberall und immer\ oder von

"

hier und jetzt\

ausgegangen werden kann. Dies ist f

�

ur alle analytis
hen Aussagen, aber au
h
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f

�

ur die meisten allt

�

agli
hen Kommunikationskontexte gegeben. Allgemeine

logis
he Regeln, die kontrollieren, wann eine Valenzreduktion sinnvoll ist,

gibt es ni
ht.

Valenzerweiterung

Valenzerweiterungen lassen si
h s
hon deshalb ni
ht komplett parallel zu

den Valenzreduktionen behandeln, weil stets klar ist, wel
he Valenzen redu-

ziert werden k

�

onnen | womit soll aber erweitert werden? Wir werden daher

eine konkrete Valenzerweiterung betra
hten, die Valenzerweiterung mit mit.

I
h behaupte ni
ht, da� dies die einzig m

�

ogli
he Valenzerweiterung ist. I
h

nehme nur an, da� man einen gro�en Teil der auftretenden logis
hen Fragen

an diesem Beispiel kl

�

aren kann. Au�erdem ist diese Art von Valenzerweite-

rung re
ht h

�

au�g und zudem gut untersu
ht. Sie soll hier mit MIT abgek

�

urzt

werden, und wir betra
hten entspre
hende S

�

atze mit der ausdr

�

u
kli
hen Ver-

wendung von mit als Standardkonstruktionen, auf die si
h andere eventuell

vorhandene zur

�

u
kf

�

uhren lassen. Zu MIT gibt es

�

ahnli
he Stilmittel: dur
h{

Konstruktionen und Konstruktionen mit kausativen Verben. Beide lassen

si
h ohne S
hwierigkeiten als kausale Strukturen au�assen, ni
ht aber als

Valenzerweiterungen des entspre
henden Wirkungs{Pr

�

adikates dur
h eine

Stelle, die von Ereignissen besetzt werden kann. I
h bes
hr

�

anke mi
h auf

die e
hten MIT{F

�

alle, bei denen ein Handlungsverb eine Instrumentenstelle

erh

�

alt, die es vorher no
h ni
ht hatte. Ni
ht jeder Satz mit einem Handlungs-

verb und mit mit ist von dieser Art (

"

Mit Begeisterung nahm er die Steu-

ererh

�

ohung vor\, aber:

"

Mit List und T

�

u
ke bra
hte er die Steuererh

�

ohung

dur
h\), und ni
ht in jedem Zusammenhang ist eine MIT sinnvoll (

"

Er hob

den Arm\ | ist eine einfa
he, eine Basishandlung, die keine Erweiterung

mit mit zul

�

a�t). Mit all diesen unvermeidli
hen Unklarheiten ist die folgende

De�nition behaftet:

De�nition 45

Es sei f

n

ein n-stelliges Handlungspr

�

adikat von der bes
hriebenen Art, und

i(f

n

) = hX

1

; : : : X

n

i. Dann ist f

n+1

eine MIT von f

n

, wenn f

n+1

auf dem

Tupel hX

1

; : : : ;X

n

;X

n+1

i de�niert ist, X

n+1

die Menge der Werkzeuge (oder

Instrumente oder

�

ahnli
hes) und f

n+1

(x

1

; : : : ; x

n

; x

n+1

) nur dann wahr ist,

wenn f

n

(x

1

; : : : ; x

n

) wahr ist und mit x

n+1

erfolgte.

Diese De�nition hat St

�

arken und S
hw

�

a
hen. Der si
herli
h interessan-

teste Punkt besteht in der Beoba
htung, da� die Valenzreduktion der mit{

Stelle einer MIT eines Pr

�

adikates f

n

ni
ht das Pr

�

adikat f

n

ist. Das liegt

an der Existenzbelastung: f

n

is n{fa
h existenzbelastet, die MIT von f

n

ist
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(n+1){fa
h existenzbelastet, und die Valenzreduktion der MIT von f

n

| ob-

wohl explizit nur n Stellen enthaltend | ebenfalls (vgl. dazu die Bemerkung

im Abs
hnitt zur Valenzreduktion). Am Beispiel:

S
hmieren als Grundpr

�

adikat mit 4 Stellen in

"

M

�

uller s
hmiert

ein Br

�

ot
hen na
hts im Badezimmer\ besitzt existenzbelastete

Agenten-, Objekt-, Zeit- und Raumstellen. Die Erweiterung auf

5 Stellen mit

"

. . . mit einem Messer\ na
h De�nition 45 f

�

ugt ei-

ne Instrumentalstelle hinzu, die

�

uber eine Existenzquanti�kation

entspre
hend De�nition 44 auf ein Pr

�

adikat S
hmieren mit et-

was (9x s
hmieren (Person; Nahrungsmittel; Zeit;Ort ;mit x))

reduziert wird. Dort ist

"

etwas\ existenzbelastet.

Reduktion und Erweiterung von Valenzen unters
heiden si
h bei diesem Zu-

gang also dadur
h, da� Valenzen nur s
heinbar reduziert, aber e
ht erweitert

werden. In der Umgangsspra
he spiegelt si
h das darin wieder, da� f

�

ur re-

duzierte Pr

�

adikate die glei
hen Worte verwendet werden (i�t

einstellig

und

i�t

zweistellig

), f

�

ur viele Erweiterungen aber neue Terminie gebrau
ht werden

(musizieren mit der Fl

�

ote | 


�

oten und teilen mit der Axt | zerha
ken).

Sol
he neuen Pr

�

adikate sind normalerweise keiner MIT mehr f

�

ahig, Ausnah-

men sind die Konkretisierung des Werkzeugs: s

�

agen mit einer Motors

�

age,

mit einem Fu
hss
hwanz.

Das zur De�nition 45 geh

�

orende Postulat bez

�

ugli
h der Ereignisse ist fol-

gendes:

Postulat 10

Wenn f

n+1

eine MIT von f

n

ist, gilt

t

�

sf

n+1

(x

1

; : : : ; x

n

; x

n+1

)

*

)

t

�

sf

n

(x

1

; : : : ; x

n

).

Mit diesem Postulat ist jedes S
hmieren, das mit einem Messer vor si
h geht,

au
h ein S
hmieren{mit{dem{Messer. Au
h Davidsons Problem l

�

a�t si
h

mit diesem Zugang l

�

osen:

�

Uber die Valenzreduktion und das dazugeh

�

orige

Postulat l

�

a�t si
h zeigen, da� M

�

ullers Br

�

ot
hens
hmieren na
hts im Bade-

zimmer ein Br

�

ot
hens
hmieren (von jemandem zu einer Zeit an einem Ort)

ist.

2.3.3 Ereignisse als Entit

�

aten

Davidson mu� es darauf ankommen, Ereignisse als glei
hbere
htigte En-

tit

�

aten respektabel zu ma
hen. Haupts

�

a
hli
h hat das etwas mit seiner Ana-

lyse der Handlungss

�

atze zu tun, na
h der adverbiale Bestimmungen ni
hts
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anderes sind als adjektivis
he auf Ereignisse bezogene Bestimmungen. Da

er quanti�zieren will, brau
ht er Gegenst

�

ande,

�

uber die quanti�ziert werden

kann | und da ist er bei den Identit

�

atskriterien. Ein weiterer Grund ist die

Spra
hpraxis, in der st

�

andig auf Ereignisse in einer Weise referiert wird, wie

es au
h bez

�

ugli
h der Dinge ges
hieht. Genau wie bei Gegenst

�

anden sonst,

spri
ht man von Orten von Ereignissen, zwei S

�

atze k

�

onnen si
h auf dasselbe

Ereignis beziehen und so fort. Da Ereignisse unter Bes
hreibungen kommen,

ist es f

�

ur ihn keine Frage, da� das Problem der Identit

�

at

�

uberhaupt steht.

In Auseinandersetzung mit alternativen Thesen vertritt Davidson die Mei-

nung, da� Ereignisse zwar h

�

au�g Ver

�

anderungen in einer Instanz sind (und

daher Substanzglei
hheit ein, aber ni
ht das Kriterium f

�

ur Identit

�

at ist);

da� Raumglei
hheit zwar ein notwendiges Kriterium f

�

ur die Identit

�

at von

im Raum lokalisierten Ereignissen ist; da� Zeitglei
hheit und Raum{Zeit{

Glei
hheit s
hon re
ht gute Kriterien f

�

ur die Identit

�

at sind | aber da� si
h

au
h gegen jedes dieser Kriterien s
hwerwiegende Einw

�

ande �nden lassen.

Das bekannte Davidsons
he Kriterium entsteht aufgrund der Beoba
h-

tung, da� wir Ereignisse h

�

au�g als Ursa
hen oder Wirkungen bes
hreiben.

Ereignisse werden von ihren Folgen her identi�ziert (die S
h

�

usse, die den

Ersten Weltkrieg verursa
hten) oder von ihren Ursa
hen (die Auswirkungen

des strengen Winters). Das ist na
h Davidson m

�

ogli
h, weil Ereignisse im

kausalen Gef

�

uge der Welt eine einzigartige Stellung einnehmen: Ereignisse

sind identis
h, wenn sie den glei
hen Platz in diesem Gef

�

uge einnehmen. Dies

wird in seinem Kriterium folgenderma�en ausgedr

�

u
kt (vgl. [18℄, S. 256):

De�nition 46

x = y genau dann, wenn 8z((U(z; x) ! U(z; y)) ^ (U(x; z) ! U(y; z))).

Davidson versu
hte dem Vorwurf der Zirkularit

�

at zu entgegnen, indem er

darauf hinwies, da� zumindest formal die De�nition zirkelfrei sei: Auf der

re
hten Seite ist kein Identit

�

atszei
hen vorhanden. Der Einwand ist ni
ht

s
hlagend. Tats

�

a
hli
h kommt re
hts eine Quanti�kation

�

uber Ereignisse vor,

allein das setzt voraus, da� man Ereignisse unters
heiden (und identi�zieren)

kann. Interpretationsberei
he in der Quantorenlogik sind Mengen, demzu-

folge die Ereignisse | als Elemente einer sol
hen Menge im konkreten Fall

| wohlunters
hiedene Objekte sind. Das Problematis
he an der De�niti-

on wird au
h klar, wenn man si
h Beispiele mit ni
ht ganz o�ensi
htli
her

Struktur su
ht | wie das folgende:

Adam kauft ein Haus (und gibt daf

�

ur viel Geld aus). Mary ver-

kauft ein Haus (und nimmt viel Geld ein). Das Haus ist in diesen

Vorg

�

angen dasselbe, Adam kauft das Haus von Mary. Wor

�

uber
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gespro
hen wird, ist das Ereignis, da� Adam von Mary ein Haus

kauft. Da Adam nur ein Haus kauft (erst re
ht zu diesem Zeit-

punkt und an diesem Ort), und Mary nur ein Haus verkauft (erst

re
ht zu diesem Zeitpunkt und an diesem Ort), kann das Ereig-

nis au
h auf folgende Weise bes
hrieben werden: zum einen als

das Ereignis, da� Adam ein Haus kauft; zum anderen als das Er-

eignis, da� Mary ein Haus verkauft. Eine unmittelbare Wirkung

von Adams Hauskauf ist, da� er kein Bargeld mehr besitzt; eine

unmittelbare Ursa
he von Marys Hausverkauf ist, da� sie einen

Job in Neuseeland angenommen hat.

Na
h der De�nition oben sind es (unter anderem) der Fakt, da� Marys Ar-

beitsaufnahme Ursa
he f

�

ur Adams Hauskauf ist, und der, da� Marys Haus-

verkauf Ursa
he f

�

ur Adams Bargeldmangel ist, die die beiden in Frage kom-

menden Ereignissen zu identis
hen ma
hen. Ganz im Gegenteil s
heint es

jedo
h dem unvoreingenommenen Leser die (empiris
he, ni
ht analytis
he)

Identit

�

at der beiden Ereignisse zu sein, die es

�

uberhaupt erlaubt,

�

uber die

Kausalverh

�

altnisse zu spre
hen. St

�

o
ker verallgemeinert diesen Gedanken,

indem er betont, da� man zu der Feststellung, zwei Ereignisse teilen alle

Ursa
hen und Wirkungen, ni
ht dur
h den Verglei
h aller Ursa
hen und

Wirkungen kommen kann, sondern dur
h den S
hlu� aus der Identit

�

at (vgl.

[106℄). Das wird au
h dur
h die Logik gede
kt: die Ersetzung von bedeu-

tungsglei
hen Ereignistermini in Kausalaussagen ist ein Spezialfall der Er-

setzbarkeitsregel [a = b; A = A[a=b℄℄ (der Regel (ER II) von oben). Ein

Deduktionstheorem und die Symmetrie der Identit

�

at erlauben es dann zu

formulieren:

Satz 15

Den glei
hen Platz im kausalen Gef

�

uge zu haben ist notwendige Bedingung

f

�

ur die Identit

�

at von Ereignissen.

Zum Beweis ist es ni
ht s
hwierig, folgendes Argument zu formalisieren:

Na
h (ER II) gilt, da� wenn � = �, dann folgt die materiale

�

Aquivalenz

der Aussagen

"

� hat diese oder jene Ursa
hen und Wirkungen\ und

"

� hat

diese oder jene Ursa
hen und Wirkungen\. Damit ist Satz 15 bewiesen. Der

Fakt selbst ist ni
ht weiter verwunderli
h, es ist das Leibnizs
he Gesetz mit

Bezug auf kausale Pr

�

adikate: Wenn si
h zwei Ereignisse in ihren Ursa
hen

oder Wirkungen unters
heiden, sind sie vers
hieden.

Ni
ht{logis
h und damit begr

�

undungsbed

�

urftig an Davidsons De�niti-

on ist der Hinrei
hend{Teil von re
hts na
h links: Wenn alle Ursa
hen und

Wirkungen eines Ereignisses au
h sol
he des anderen sind, dann sind die
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Ereignisse identis
h. In unendli
hen Ereignissystemen und unter der Voraus-

setzung der Transitivit

�

at der Kausalrelation ist dieser Satz nie anwendbar.

Eine vorliegende oder ni
ht vorliegende Kausalbeziehung zwis
hen Ereignis-

sen ist s
hlie�li
h eine empiris
he Tatsa
he | ni
hts und niemand s
h

�

utzt

vor der M

�

ogli
hkeit, da� ein in entfernter Zukunft liegendes Ereignis Wir-

kung des einen, aber ni
ht des anderen zu pr

�

ufenden Ereignisses ist. Dann

w

�

are die Relation der Ereignisidentit

�

at leer. In endli
hen Ereignissystemen

kann dieser Satz fals
h sein, wenn f

�

ur zwei vers
hiedene Ereignisse zuf

�

allig

oder bewu�t nur deren gemeinsame Ursa
hen und Wirkungen betra
htet

werden. F

�

ur sol
he Ereignissysteme gewinnt au
h Brands Einwand, da� es

na
h Davidsons Kriterium h

�

o
hstens ein kausal ineÆzientes Ereignis gibt,

spezielle Bedeutung. St

�

o
ker diskutiert diesen Einwand und bemerkt, da�

dies keine Widerlegung sei | Davidson k

�

onne si
h einfa
h auf diesen Stand-

punkt einlassen (vgl. dazu [106℄, S. 20 �.). In endli
hen Kausalsystemen

wollen wir h

�

au�g F

�

alle betra
hten, in denen wir vers
hiedene Ereignisse oh-

ne Ursa
hen, jedo
h mit glei
hen Wirkungen haben, und umgekehrt. Au
h

dort funktioniert Davidsons Kriterium ni
ht. Allein unter sehr speziellen

Bedingungen, wie unendli
hen Ereignissystemen, einges
hr

�

ankter Transiti-

vit

�

at, r

�

aumli
hen und zeitli
hen Grenzen f

�

ur Kausalzusammenh

�

ange (und

viellei
ht no
h mehr), wird die De�nition n

�

utzli
h.

Die Identit

�

atsdiskussion wird unter einem anderen Aspekt von Davidson

in [13℄ und dann in [17℄ fortgesetzt. In diesen Arbeiten geht es in Ausein-

andersetzung mit Chisholm (vgl. beispielsweise [11℄) um die Probleme der

Wiederholbarkeit von Ereignissen und um die Identit

�

at von Ereignissen in

Kontexten, die Davidson f

�

ur intensional h

�

alt. Das mehrfa
he Wiederkeh-

ren von Ereignissen kann in Davidsons Konzeption auf den ersten Bli
k

tats

�

a
hli
h ein Problem darstellen. Seine Ereignisse sind singul

�

ar, sie sind

Einzeldinge, die Quanti�kationen erlauben und die in singul

�

aren Kausal-

zusammenh

�

angen vorkommen. Bei bestimmten Aussagen

�

uber mehrfa
hes

Vorkommen gibt es keine eindeutige Parallele zu den Dingen. Im folgenden

Beispiel ist sie vorhanden:

(i) Da sind zwei Hunde gewesen.

(ii) Da sind zwei Explosionen gewesen.

Da Explosionen, als Ereignisse, Einzeldinge sind, kann man sie z

�

ahlen; im

konkreten Fall waren es zwei sol
he Entit

�

aten, die beide Explosionen wa-

ren. Dies ist genau so zu verstehen wie das Vorhandensein von zwei Ge-

genst

�

anden, Hunden n

�

amli
h,

�

uber das im ersten Satz beri
htet wird. Das

folgende Beispiel ist ni
ht so eindeutig zu interpretieren:
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(iii) Adam hat das zweimal getan.

Was genau hat Adam denn in (iii) getan? Bu
hst

�

abli
h dasselbe Ereignis

zweimal produziert (zweimal dieselbe Handlung vollzogen), ein Ereignis-

s
hema zweimal instantiiert,

�

ahnli
he Ereignisse je einmal produziert? Mehr

s
heint ni
ht o�en zu sein. Die erste Interpretation steht Davidson ni
ht zur

Verf

�

ugung, weil numeris
h vers
hiedene Ereignisse selbstverst

�

andli
h unter-

s
hiedli
he Ursa
hen und Wirkungen haben k

�

onnen. So k

�

onnte Adam das

das zweite Mal einfa
h deshalb getan haben, weil es beim ersten so gut

geklappt hat. Dann kann das nat

�

urli
h ni
ht dasselbe in beiden F

�

allen ge-

wesen sein. Die zweite Idee h

�

alt Davidson f

�

ur

�

ubertrieben. Sie setzt, zumin-

dest in der Interpretation, mit der er si
h auseinandersetzt, die Existenz von

Universalien oder Klassen voraus. Da er singul

�

are Ereignisse nun mal hat

und da ihm zwei vers
hiedene ontologis
he Kategorien von Ereignissen f

�

ur

die Erkl

�

arung von simplen Wiederholungen einfa
h als unverh

�

altnism

�

a�ig

ers
heinen, mu� er eine sol
he Erkl

�

arung in der Terminologie singul

�

arer Er-

eignistermini geben.

Zun

�

a
hst zeigt Davidson, da� eine sol
he Erkl

�

arung selbst ohne

�

Ahn-

li
hkeit m

�

ogli
h ist. Er s
hl

�

agt vor, jedes si
h wiederholende Ereignis als

Gesamtereignis zu betra
hten, wobei die Einzelvorkommen mereologis
he

Teile der Summe sind. Der Satz (iii) hei�t dann, da� es ein Ereignis gibt,

was aus zwei Teilen besteht: dem

"

das\ vom ersten, und dem

"

das\ vom

zweiten Mal. Er verweist auf F

�

alle, in denen das ganz nat

�

urli
h ist: Konfe-

renzen beispielsweise �nden an vers
hiedenen Tagen zu vers
hiedenen Zeiten

an vers
hiedenen Orten statt und sind do
h ein Ereignis. Allerdings werden

auf diese Weise eine ganze Menge Ereignisse postuliert, die wir sonst ni
ht

in Betra
ht ziehen. Hat Adam beispielsweise das viermal getan, dann haben

wir jedes Einzelereignis, jedes Paar, jedes Tripel und au
h die Summe aller

vier das als Ereignisse. Ontologis
h ist das jedo
h gar kein Problem, denn alle

diese sind singul

�

are Ereignisse, die in bestimmten mereologis
hen Verh

�

alt-

nissen zueinander stehen. Damit ist f

�

ur Davidson klar, da� es zumindest

m

�

ogli
h ist, nur mit (unwiederholbaren) singul

�

aren Ereignissen S

�

atze wie

(iii) bu
hst

�

abli
h zu interpretieren. Tats

�

a
hli
h lassen si
h mit dieser ni
ht

ganz ernst gemeinten Interpretationsmethode au
h kompliziertere F

�

alle von

mehrfa
hem Verweisen auf Ereignisse ohne

�

Ahnli
hkeitsrelationen zwis
hen

Ereignissen analysieren. Ein Satz wie

(iv) Mary hat das au
h getan.

besagt ni
hts anderes als die Existenz einer mereologis
hen Summe zwei-

er Handlungen Adams und einer Marys, besagt aber nat

�

urli
h ni
hts

�

uber
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die Gr

�

unde, warum wir gerade diese Summe bilden. Die Methode �ndet

sp

�

atestens dann ihre Grenzen, wenn Negationen eine Rolle spielen. I
h kann

ni
ht sehen, wie folgende Beispiels

�

atze in

�

Ubereinstimmung mit Davidsons

Vors
hlag zu bringen w

�

aren:

(v) Mary hat das nie getan.

(vi) Adam hat das zweimal getan und zweimal ni
ht getan.

Wie gesagt, der Vors
hlag ist au
h von Davidson ni
ht ganz ernst ge-

meint. Worauf er letztendli
h besteht, ist die oben bereits genannte dritte

Variante, die au
h si
herli
h die intuitiv einleu
htendste ist: Einzelereignisse

kehren wieder, indem ein (anderes)

�

ahnli
hes Einzelereignis ges
hieht.

Die zweite Thematik ist der ersten gerade behandelten in einem be-

stimmten Sinne entgegengesetzt: W

�

ahrend es eben darum ging, da� vers
hie-

dene Ereignisse als glei
he behandelt werden, werden nun F

�

alle betra
htet,

in denen glei
he Ereignisse unters
hiedli
he Behandlung erfahren. Es geht

um Ereignisse, die unter vers
hiedenen Bes
hreibungen gegeben werden |

ein Fall von Intensionalit

�

at na
h Davidson. Sein Beispiel in [17℄, S. 277 ist:

Einst freute si
h

�

Odipus dar

�

uber, da� er mit Jokaste verheiratet

war. Er freute si
h niemals dar

�

uber, da� er mit seiner Mutter

verheiratet war. Da Jokaste aber seine Mutter war, wird in den

da�{S

�

atzen das glei
he Ereignis bes
hrieben, n

�

amli
h das, da�

�

Odipus mit einer ganz bestimmten Frau verheiratet war.

Es ist Davidson zufolge eine Beziehung zwis
hen

�

Odipus, seinem Verheira-

tetsein mit Jokaste und einer bestimmten Bes
hreibung dieses Ereignisses,

die hier behauptet wird. Da er aber keine Theorie der intensionalen Kon-

texte geben kann und will, verweist er nur auf

�

ahnli
he S
hwierigkeiten mit

den Dingen. Ereignisse spielen f

�

ur ihn in diesem Zusammenhang einfa
h kei-

ne Sonderrolle. Seltsamerweise erw

�

ahnt er an dieser Stelle aber ni
ht, da�

sol
he Beispiele wie das von ihm konstruierte gegen seine De�nition der Er-

eignisidentit

�

at laufen. Ganz im Sinne der Intensionalit

�

at ist es das Ereignis,

da�

�

Odipus mit Jokaste verheiratet ist, was sein Gl

�

u
kli
hsein verursa
ht,

w

�

ahrend es das Ereignis ist, da�

�

Odipus mit seiner Mutter verheiratet ist,

was sogar sein Ungl

�

u
kli
hsein verursa
ht.

Eine ganz spezielle Fragestellung wird von Chisholm aufgeworfen. Der

wohlbekannte Spaziergang Sebastians in Bologna, der zwei Uhr na
hts statt-

gefunden hat, h

�

atte er au
h von jemand anderem und viellei
ht in Venedig

unternommen werden k

�

onnen? Die Frage ist gut bekannt, aber es gibt in
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der Literatur zu Ereignissen

�

uberras
hend wenig Versu
he, sie au
h zu be-

antworten. Davidsons Antwort besagt ungef

�

ahr, da� das unter Umst

�

anden

tats

�

a
hli
h geht: Wenn es beispielsweise eine Regel gibt, na
h der stets je-

mand zwei Uhr spazierengehen mu�, dann kann dieser Spaziergang von Seba-

stian in Bologna unternommen worden sein | h

�

atte aber au
h von Roderi
k

in Venedig erledigt werden k

�

onnen. Diese Antwort ist einsi
htig und l

�

a�t si
h

in die in dieser Arbeit vertretene Konzeption au
h einbeziehen. So k

�

onnte

das aussehen:

Es sei � ein

"

Spaziergang{Terminus\, dann gilt:

���(�; n

�

a
htli
h, zwei Uhr)

(Es gibt einen Spaziergang, der n

�

a
htli
h zwei Uhr vorkommt);

s(�w9l geht spazieren(w; in l; n

�

a
htli
h, zwei Uhr)) existiert

(Das singul

�

are Ereignis existiert);

�w9l geht spazieren(w; in l; n

�

a
htli
h, zwei Uhr) ist wahr

(Der konstituierende Satz ist wahr).

Es rei
ht also, da� es eine Person und einen Ort gibt, an dem die Per-

son spazierengeht, damit die Aussage

�

uber das Vorkommen eines Spazier-

gangs (jede Na
ht gegen zwei Uhr) wahr wird. In diesem Sinne kann man

tats

�

a
hli
h behaupten, da� dieser Spaziergang mal von Sebastian und mal

von Donald unternommen wird | und au
h h

�

atte von Roderi
k

�

ubernom-

men werden k

�

onnen.

2.4 David Lewis: Ereignisse als Eigens
haften

David Lewis ist einer der modernen Klassiker der Kausaltheorien. Kausale

Abh

�

angigkeit ist bei ihm

�

uber den Begri� der kontrafaktis
hen Abh

�

angigkeit

de�niert: f

�

ur zwei unters
hiedli
he Ereignisse 
 und e gilt, da� e von 
 kausal

abh

�

angig ist, wenn e ni
ht vorgekommen w

�

are, falls 
 ni
ht vorgekommen

w

�

are (unter der Voraussetzung selbstverst

�

andli
h, da� 
 und e vorkommen).

Seine Theorie der irrealen, der kontrafaktualen Konditionalaussagen nutzt

die M

�

ogli
he{Welten{Terminologie sowohl zur Formulierung einer Semantik

als au
h bei der intuitiven Begr

�

undung des gesamten Aufbaus. Da die De-

�nition der kausalen Abh

�

angigkeit und einige andere grundlegende Thesen

von Lewis si
h auf Ereignisse beziehen, mu� Ereignis hinrei
hend korrekt

expliziert werden. Lewis mu� beispielsweise erkl

�

aren k

�

onnen, was es hei�t,

da�

"

ein Ereignis 
 ni
ht vorkommt\. Wie es si
h zeigen wird, ist das er-

stens gar ni
ht so einfa
h, und zweitens steht und f

�

allt damit die ganze

sogenannte kontrafaktis
he Analyse. In einem eigens den Ereignissen gewid-
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meten Aufsatz (vgl. [57℄, S. 241 �.) bes
hreibt Lewis in 12 Thesen, was er

unter

"

Ereignis\ verstanden haben m

�

o
hte:

2.4.1 Ereignisse in m

�

ogli
hen Welten

1. Ein Ereignis ist eine lokalisierte zuf

�

allige Tatsa
he.

2. Ein Ereignis kommt vor.

3. Es ist zuf

�

allig, da� es ges
hieht; kein Ereignis kommt in allen m

�

ogli
hen

Welten vor.

4. Ein Ereignis kommt in einer bestimmten Raum{Zeit{Region vor.

5. Wenn ein Ereignis in einer Welt vorkommt, dann kommt es in genau

einer Region dieser Welt vor.

6. Ein Ereignis kommt ni
ht wiederholt vor.

7. Ein Ereignis kommt innerhalb einer jeden Region vor, die die Region,

in der das Ereignis vorkommt, eins
hlie�t.

8. Zu jedem Ereignis korrespondiert eine Eigens
haft von Regionen: die

Eigens
haft, die zu den und nur den Regionen in den entspre
henden

Welten geh

�

ort, in denen das Ereignis vorkommt. Diese Eigens
haft ist

die Klasse aller Regionen, in denen das Ereignis vorkommt.

9. Zwei Ereignisse k

�

onnen in genau derselben Region vorkommen.

10. Es gibt keine zwei Ereignisse, f

�

ur die gilt: genau dann, wenn das eine

in einer Region vorkommt, kommt das andere notwendigerweise in

derselben Region vor.

11. Da Ereignisse Eigens
haften sind, also bei Lewis Klassen, die ihre Ele-

mente in vers
hiedenen Welten haben, kann die Existenz von Ereig-

nissen auf vers
hiedene Weise de�niert werden. Eine von Lewis vor-

ges
hlagene M

�

ogli
hkeit ist: Ein Ereignis existiert in den Welten, in

denen es vorkommt. Eine andere k

�

onnte so formuliert sein: In keiner

Welt existiert ein Ereignis vollst

�

andig (da in keiner Welt alle Regionen

eines Ereignisses sind).

12. Au
h Ereignisse, die in unserer eigenen Welt ni
ht vorkommen, sind

Ereignisse.
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Im ersten Punkt wird in einem Satz festgelegt, was in den

�

ubrigen Punk-

ten ausf

�

uhrli
h ausgef

�

uhrt wird: Ereignisse sind Tatsa
hen | sie kommen

in irgendeiner Weise vor; sie sind lokalisiert | es gibt korrespondierende

Raum{Zeit{Gebiete; Ereignisse sind zuf

�

allig | es gibt keine logis
hen oder

analytis
hen Ereignisse. Das entspri
ht bis auf den ersten Satz (

�

uber das

Tatsa
he{Sein) im Geiste dur
haus der in dieser Arbeit vertretenen Ereig-

niskonzeption aus Kapitel 1. Lewis akzeptiert au
h zersplitterte (in Raum

und Zeit), sehr gro�e oder sehr kleine Regionen, besteht aber auf genau einer

Region pro Welt f

�

ur jedes Ereignis. Dies f

�

uhrt dazu, da� jedes Ereignis in

jeder Welt genau einmal existiert, falls es denn existiert. Das erm

�

ogli
ht es,

Ereignisse

�

uber Raum{Zeit{Regionen zu individuieren: nat

�

urli
h k

�

onnen in

einer bestimmten Welt zwei Ereignisse in der glei
hen Region vorkommen,

aber da es keine notwendigen Beziehungen zwis
hen Ereignissen gibt (vgl.

Punkt 10), gibt es keine Ereignisse, die in allen Welten (sofern sie vorkom-

men) in allen Regionen

�

ubereinstimmen. Da es keine logis
hen oder analyti-

s
hen Ereignisse gibt, gibt es f

�

ur jedes Ereignis au
h immer mindestens eine

"

kontrafaktis
he Welt\, das hei�t, eine Welt, in der das Ereignis ni
ht vor-

kommt (keine der Regionen dieser Welt hat die entspre
hende Eigens
haft).

Lewis garantiert damit, da� keine Aussage

�

uber kausale Abh

�

angigkeit trivi-

al in dem Sinne ist, da� die entspre
hende irreale Konditionalaussage wahr

allein aufgrund der Ni
htexistenz von

�

ahnli
hen �
{Welten ist (wenn 
 und

e in unserer Welt existieren und es in keiner Welt Alternativen zu 
 gibt, ist


 Ursa
he f

�

ur ein beliebiges sol
hes e). Sol
he Bedingungen f

�

ur Ereignisse,

wie sie in den Punkten 1. { 12. bes
hrieben sind, sind also ni
ht irgendwo

aus einer wie immer gearteten v

�

ollig freien Intuition genommen, sondern sie

stammen direkt aus den Vorstellungen

�

uber Kausalit

�

at. Ereignisse, die an-

dere Aufgaben erf

�

ullen sollen, m

�

ussen unter Umst

�

anden anderen Intuitionen

gen

�

ugen.

Ein erster kritis
her Punkt dieser Konzeption s
heint das Verh

�

altnis von

Ereignissen und Klassen von Regionen (aus vers
hiedenen Welten) zu sein.

Zun

�

a
hst wird die gesamte Lewis{Ontologie der m

�

ogli
hen Welten voraus-

gesetzt: wir haben es ni
ht nur mit den m

�

ogli
hen Welten selbst |

�

uber die

man au
h quanti�ziert | zu tun, sondern au
h mit den Regionen, die f

�

ur je-

de Welt spezi�s
h sind und

�

uber die au
h quanti�ziert wird. Sol
he Regionen

sind Entit

�

aten, die zu den m

�

ogli
hen Welten, den Individuen, den Klassen

und viellei
ht no
h anderen hinzukommen. Wesentli
her ist, da� zwar den

Ereignissen jeweils Klassen von Regionen entspre
hen (und die Ereignisse

damit wirkli
h reduziert sind), da� aber ni
ht jeder Klasse von Regionen,

die bestimmten Bedingungen gen

�

ugt, au
h ein Ereignis entspri
ht. Lewis l

�

a�t
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das o�en: Sol
he Klassen von Regionen k

�

onnen, m

�

ussen aber ni
ht einem

Ereignis entspre
hen. Damit verliert sein Vors
hlag, Ereignisse als Klassen

von Regionen aufzufassen, ziemli
h an Wert. Es ist immer no
h m

�

ogli
h,

Ereignisse auf sol
he Klassen zu reduzieren und sie damit aus der Ontologie

der irreduziblen Entit

�

aten herauszuhalten: Sie existieren ni
ht auf die glei-


he Weise und mit dem glei
hen Status, wie es beispielsweise die Dinge tun.

Allerdings entsteht dann naturgem

�

a� die Frage, wel
he Klassen von Regio-

nen denn Ereignisse sind? Wie kann man sol
he, die Ereignisse sind, von

denen unters
heiden, die keine sind? Hinzu kommt die praktis
he S
hwie-

rigkeit, auf diese Art auf Ereignisse zu verweisen. Da die Regionen unserer

Welt prinzipiell in anderen m

�

ogli
hen Welten ni
ht vorkommen k

�

onnen, wir

also

�

uber die Regionen anderer Welten gar ni
hts wissen, k

�

onnen wir immer

nur auf ein Element der Klasse von Regionen verweisen, die das Ereignis

ist: auf die Region in unserer Welt. Um die S
hwierigkeit an einem Beispiel

klarzuma
hen: Den ersten Ku�, den Adam Mary gab (er ist, wenn man das

bei K

�

ussen sagen darf, gestern vor der Universit

�

at vorgekommen), k

�

onnen

wir dadur
h kennzei
hnen, da� eine Raum{Zeit{Region angegeben wird, die

ganz genau den Ku� umfa�t und irgendwie innerhalb

"

gestern\ und

"

vor der

Universit

�

at\ liegt. Damit haben wir ein Element der Klasse von Regionen,

um die es geht. Wel
he anderen Elemente k

�

onnen wir �nden, ohne auf den

Ku� Bezug zu nehmen? I
h sehe keine M

�

ogli
hkeit, in einer �ktiven, un-

realisierten, blo� m

�

ogli
hen Welt die dem Ku� entspre
hende Lokalisierung

zu �nden (die es zweifellos gibt, wenn es den Ku� gibt), ohne vorher den

Ku� zu haben. No
h problematis
her ist das im Fall des in unserer Welt

ni
ht vorkommenden ersten S
hlages, den Mary dem Adam versetzt: hier

wissen wir nur, da� unsere Welt kein Element zu der entspre
henden Klasse

beitr

�

agt.

Ein wirkli
hes und s
hwieriges Problem entsteht Lewis daraus, da� sol
he

Ereignisse, wie er sie betra
htet, re
ht zarte und zerbre
hli
he Gebilde sind.

In der betra
hteten Region k

�

u�t Adam Mary ni
ht nur, er tut es leidens
haft-

li
h, in s
hwarzen S
huhen, und Georg s
haut ni
ht zu. Wieviele von diesen

zus

�

atzli
hen Bes
hreibungen ma
hen das Ereignis aus? Hat eine m

�

ogli
he

Welt, in der Adam zwar Mary k

�

u�t, aber ni
ht leidens
haftli
h, in braunen

S
huhen und mit Georg als Zus
hauer einen Beitrag zum Ereignis zu leisten

oder ni
ht? Im Falle von allzu strengen Anforderungen bleiben o�ensi
htli
h

ni
ht mehr viele m

�

ogli
he Welten

�

ubrig, im Extremfall tr

�

agt nur eine einzige

Welt ein Element zur Klasse bei. Dies passiert beispielsweise, wenn alle, au
h

die externen Relationen mit einbezogen werden. Dasselbe Ereignis kann in

einer anderen m

�

ogli
hen Welt dann s
hon deshalb ni
ht vorkommen, weil es

eine andere m

�

ogli
he Welt ist, in der es vorkommen soll. Sind die Kriterien



2.4. DAVID LEWIS: EREIGNISSE ALS EIGENSCHAFTEN 143

jedo
h ni
ht allzu streng, kommt man lei
ht in S
hwierigkeiten: Warum soll

beispielsweise Adams Ku� in braunen S
huhen und re
ht gelangweilt in ei-

ner anderen m

�

ogli
hen Welt einen Beitrag zu demselben Ereignis liefern, in

dieser unserer Welt ein zweiter, genauso leidens
haftli
her und nur wenige

Sekunden sp

�

ater statt�ndender, ansonsten glei
her Ku� aber einen Beitrag

zu einem anderen Ereignis? Das hat Auswirkungen auf das Funktionieren

seiner Kausaltheorie. Nehmen wir an, wir wollen

�

uberpr

�

ufen, ob Adams Ku�

die Ursa
he daf

�

ur ist, da� Mary zwei Stunden gl

�

u
kli
h ist. Da sowohl der

Ku� als au
h das Gl

�

u
kli
hsein in unserer Welt statt�nden, bleibt na
h Le-

wis na
hzuweisen, da�

"

Wenn Adam ni
ht Mary gek

�

u�t h

�

atte, w

�

are Mary

ni
ht gl

�

u
kli
h gewesen\ g

�

ultig ist. Dazu begeben wir uns in eine der m

�

ogli-


hen Welten, in denen der Ku� ni
ht vorkommt, und die ansonsten unserer

Welt so

�

ahnli
h wie m

�

ogli
h sind. Eine sol
he Welt k

�

onnte eine sein, in der

Adam zwar Mary diesen ersten Ku� ni
ht gibt, aber do
h Sekunden sp

�

ater

den erw

�

ahnten zweiten. Mary wird wohl au
h in dieser Welt gl

�

u
kli
h sein,

wenn sie es in unserer ist | Lewis k

�

onnte eventuell sagen, dieser sp

�

atere

Ku� ist der Beitrag der anderen Welt zum diskutierten Ereignis. Wir haben

also eine Welt zu �nden, die unserer no
h

�

ahnli
her ist und in der Mary ni
ht

mehr gl

�

u
kli
h ist, um unsere Meinung, da� Mary wegen des Kusses gl

�

u
k-

li
h ist, zu st

�

utzen. Wir we
hseln dazu in eine Welt, in wel
her Adam zwar

Mary k

�

u�t, aber in braunen S
huhen. Dieser Ku�, den wir meinen, hat nun

na
h Lewis do
h stattgefunden. Ob Adam beim K

�

ussen s
hwarze oder brau-

ne S
huhe tr

�

agt, ist eine unwesentli
he Spezi�kation des Kusses. Wir haben,

wenn sonst weiter ni
hts vorliegt, unsere Welt gar ni
ht verlassen und be�n-

den uns ni
ht in einer kontrafaktis
hen Situation bez

�

ugli
h des gegebenen

Ereignisses. Es ist so

�

ahnli
h wie im Falle von geringf

�

ugigen zeitli
hen oder

r

�

aumli
hen Vers
hiebungen: Es bleiben do
h wesentli
h die K

�

usse dieselben

K

�

usse, au
h wenn sie zuf

�

allig zu einem bestimmten konkreten Zeitpunkt, an

einem bestimmten Ort oder in s
hwarzen S
huhen ges
hehen. Einen e
hten

Unters
hied erhalten wir jedo
h, wenn wir annehmen, da� Adam zwar Ma-

ry k

�

u�t, aber k

�

uhl und leidens
haftslos. Das ist dann wirkli
h ein anderer

Ku�, Mary ist ni
ht nur ni
ht gl

�

u
kli
h, sondern regelre
ht ungl

�

u
kli
h. Jetzt

k

�

onnen wir behaupten, da� der Ku� (der leidens
haftli
he) Mary gl

�

u
kli
h

gema
ht hat. Aber wie haben wir diese Welt gefunden? Es ist solange ge-

su
ht worden, bis eine sol
he minimale Ver

�

anderung der Ursa
he gefunden

wurde, die die Wirkung auss
hlie�t. Den bestimmt viel

�

ahnli
heren Fall des

K

�

ussens in braunen S
huhen mu�ten wir auss
hlie�en. Die Ver

�

anderung wird

dann als wesentli
he Ver

�

anderung, als Ni
htvorkommen des Ursa
heereig-

nisses betra
htet und bringt selbstverst

�

andli
h das vorausgesetzte Ergebnis.

Das ma
ht die Ereignisse robust. Allerdings ist dann zu erkl

�

aren, wel
he
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Eigens
haften von Ereignissen wesentli
h sein sollen. Es ist f

�

ur einen Ku�

si
herli
h normalerweise keine wesentli
he Eigens
haft, von jemandem be-

oba
htet zu werden. Denno
h kann es sein, da� Mary

�

uber genau denselben

leidens
haftli
hen Ku� von Adam ganz und gar ni
ht gl

�

u
kli
h ist, falls |

wel
h geringe Modi�kation | Georg ihn beoba
htet hat. Ganz klar: Wir

wissen mit voller Si
herheit, da� all diese kontrafaktis
hen Ereignisse in un-

serer Welt ni
ht stattgefunden haben (da� Adam Mary gar ni
ht gek

�

u�t hat,

da� er sie in braunen S
huhen gek

�

u�t hat, da� er sie leidens
haftslos oder

vor Georg gek

�

u�t hat). In unserer Welt sind

"

der Ni
ht{Ku�\,

"

der Ku� in

braunen S
huhen\ und so weiter keine vorkommenden Ereignisse. Was wir

von man
hen von ihnen ni
ht so genau wissen ist, ob sie in anderen Welten

als Ni
ht{Vorkommen von diesem Ku�, um den es geht, zu werten sind. Das

genau m

�

ussen wir aber f

�

ur eine Anwendung der Kontrafaktual{Analyse wis-

sen. O�enbar, und v

�

ollig kontr

�

ar zur Kontrafaktual{Analyse, ist es h

�

au�g

das m

�

ogli
he Vorkommen oder Ni
ht{Vorkommen der Wirkung, was dar

�

uber

ents
heidet, ob

"

�
\ in einer anderen m

�

ogli
hen Welt vorliegt. Was also eine

wesentli
he Eigens
haft ist und was ni
ht, wird dur
h die

�

ubli
hen Kausal-

relationen vorgegeben, die wir kennen und erwarten. Um (sinngem

�

a�) mit

Davidson zu spre
hen: Eine andere oder fehlende Wirkung in der anderen

Welt zeigt, da� das Ursa
he{Ereignis ni
ht mehr dasselbe gewesen sein kann.

Bennett hat dieses Problem als eines der

�

Ahnli
hkeit von Welten mit einem

anderen Beispiel abgehandelt (vgl. [2℄, S. 54 �.).

Wenn jemand dur
h ein Handzei
hen auf einer Auktion bietet,

dann sollte der Satz

"

Wenn diese Handbewegung ni
ht vorge-

kommen w

�

are, h

�

atte der Auktion

�

ar ni
ht angenommen, da� die-

ser Teilnehmer bietet\ wahr sein. Bennett weist v

�

ollig zu re
ht

darauf hin, da� dann aber andere Handbewegungen (s
hnelle-

re, langsamere, lei
ht fr

�

uhere, in anderer Ri
htung und so fort)

entweder als dieselbe Handbewegung wie die in unserer Welt zu

gelten haben oder aber da� die Welten, in denen diese vorkom-

men, unserer un

�

ahnli
her sind, als die Welt, in der es gar keine

entspre
hende Handbewegung gibt.

Beide Alternativen sind glei
herma�en s
hle
ht f

�

ur Lewis' Konzeption.

Wo keine m

�

ogli
hen Welten sind, kann au
h ni
ht

�

uber Welten hinweg iden-

ti�ziert werden. Das Problem, ob | gesetzt, es wurde in s
hwarzen S
huhen

gek

�

u�t | der Ku� in braunen S
huhen derselbe gewesen w

�

are, steht in der

Konzeption, die hier vertreten wird, ni
ht. Nat

�

urli
h gibt es verwandte Fra-

gen. Eine lautet beispielsweise: Ist Mary regelm

�

a�ig au
h dann gl

�

u
kli
h,
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wenn sie von Adam in braunen S
huhen gek

�

u�t wird? Oder: Liegt es an der

S
huhfarbe, ob Mary na
h dem K

�

ussen gl

�

u
kli
h ist oder ni
ht? Das sind

Fragen, die entweder dur
h Versu
he oder dur
h Na
hfragen beantwortet

werden k

�

onnen. Sollte tats

�

a
hli
h ein stabiler kausaler Zusammenhang zwi-

s
hen der S
huhfarbe und dem Gem

�

utszustand bestehen, ist das wahrs
hein-

li
h sehr wi
htig f

�

ur Adam und Mary. Es bleibt f

�

ur sie unwi
htig, wie das

in einer anderen Welt w

�

are . . . Wie f

�

ur beliebige andere Gegenst

�

ande steht

nat

�

urli
h au
h f

�

ur Ereignisse die Frage dana
h, ob es so etwas wie notwen-

dige, aktuelle und m

�

ogli
he Eigens
haften gibt. Hier mu� sauber zwis
hen

Ereignis{Token und Ereignis{Typen unters
hieden werden. F

�

ur Ereignis{

Typen stellt si
h die Frage so: Was ma
ht einen Ku�, einen Vulkanausbru
h

oder einen Verkehrsunfall aus? Die Antwort ist entspre
hend eine Liste von

Eigens
haften, und jeder Gegenstand, der diese Eigens
haften hat, ist ent-

spre
hend ein konkreter Ku�, konkreter Vulkanausbru
h oder ein konkreter

Verkehrsunfall. Hier gibt es meines Era
htens keine Di�erenzierung der Ei-

gens
haften. Anders ist das im Falle von Ereignis{Token. F

�

ur die meisten

Ereignis{Token gilt, da� wir ni
ht an ihnen teilhaben, sie ni
ht unmittelbar

sehen, h

�

oren oder anderweitig emp�nden. Sie sind uns spra
hli
h gegeben,

und au
h anderen gegen

�

uber beziehen wir uns mit Hilfe der Spra
he auf

sie. Dazu genau brau
hen wir ja die Ereignistermini. Bei der Bildung von

singul

�

aren Ereignistermini werden S

�

atze verwendet, mit deren Hilfe eini-

ge Eigens
haften des entspre
henden Ereignisses logis
h ers
hlossen werden

k

�

onnen. So ist

"

das Ereignis, da� Adam in s
hwarzen S
huhen leidens
haft-

li
h Mary vor der Universit

�

at gestern k

�

u�t\ ein Ereignis, was notwendiger-

weise vor der Universit

�

at statt�ndet (sofern es statt�ndet), wel
hes dadur
h

gekennzei
hnet wird, da� Adam s
hwarze S
huhe tr

�

agt und da� es ein lei-

dens
haftli
her Ku� ist. F

�

ur das ganz konkrete singul

�

are Ereignis k

�

onnen

wir diese (und andere) Eigens
haften als notwendige bezei
hnen, weil sie

aus der Weise folgen, wie uns das Ereignis gegeben wurde. Wenn wir bei

dem Beispiel bleiben, hat das Ereignis au
h einige aktuelle Eigens
haften,

die im verwendeten Sinne ni
ht notwendig sind. So trug Mary Kleidung

bestimmter Farbe, wurde der Ku� beoba
htet (oder au
h ni
ht), war Ge-

org viellei
ht dar

�

uber ungl

�

u
kli
h. Das konkrete singul

�

are Ereignis hat diese

Eigens
haften einfa
h, insofern ist die Frage na
h m

�

ogli
herweise anderen

Eigens
haften sinnlos. Allerdings kann man die aktuellen ni
ht notwendigen

Eigens
haften als m

�

ogli
he bezei
hnen. Und nun kann die Di�erenzierung

no
h weiter getrieben werden, indem auf den Kenntnisstand Bezug genom-

men wird: Notwendige Eigens
haften sind die, die aus der Konstitution des

Ereignisterminus folgen, aktuelle sind zun

�

a
hst die, die notwendig sind und

die uns dar

�

uber hinaus (eventuell aus dem Kontext) bekannt sind, und blo�
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m

�

ogli
he sind die, die positiv oder negativ ausgepr

�

agt vorliegen m

�

ussen,

aber von denen wir die Art des Vorkommens ni
ht wissen. Die m

�

ogli
hen

Eigens
haften sind dann sol
he, die (unbekannterweise) au
h aktuell sind,

und

"

blo� m

�

ogli
he\.

2.4.2 Relationen zwis
hen Ereignissen

Lewis' Konzeption von Ereignissen ist si
her allen willkommen, die

�

uber Re-

lationen zwis
hen Ereignissen na
hdenken. Die Identi�kation von Ereignis-

sen und Klassen erlaubt es Lewis, folgende De�nitionen f

�

ur die wesentli
hen

Grundrelationen zwis
hen Ereignissen anzugeben:

De�nition 47

Ein Ereignis � impliziert ein Ereignis � dann und nur dann, wenn | not-

wendigerweise | � in allen Regionen vorkommt, in denen � vorkommt.

Ein Ereignis � ist wesentli
h Teil eines Ereignisses � dann und nur dann,

wenn | notwendigerweise |, falls � in einer Region vorkommt, � in einer

in dieser Region einges
hlossenen Subregion vorkommt.

Das

"

notwendigerweise\ ist hier als

"

in allen m

�

ogli
hen Welten\ und

"

Sub-

region\ als auf einer gew

�

ohnli
hen Inklusion beruhend zu verstehen. Zwei

Punkte sind daher au�allend: Zum ersten sind die logis
he und die me-

reologis
he Relation o�ensi
htli
h nahe miteinander verwandt. Lewis ver-

merkt das au
h an den entspre
henden Stellen. Das f

�

uhrt dazu, da� er

�

uber

tats

�

a
hli
he Teil{Ganzes{Verh

�

altnisse in der aktuellen Welt gar ni
hts We-

sentli
hes sagen kann. Eine S
hla
ht, um eines seiner Beispiele zu benutzen,

kann si
h in unserer Welt in einer Region abspielen, die dort Subregion ei-

ner Region eines Krieges ist. Diese S
hla
ht kann nat

�

urli
h in einer anderen

Welt in einem anderen Krieg statt�nden, so da� sie na
h Lewis' De�nition

ni
ht Teil des Krieges ist. Das s
heint sehr unintuitiv zu sein, au
h wenn

Lewis in der Lage ist, andere sehr gute, intuitiv akzeptable Beispiele f

�

ur sei-

ne Teil{Ganzes{Relation zu bringen. Eigentli
h sind ni
ht beide Relationen

notwendig, denn die mereologis
he Relation ist au
h eine logis
he. Warum

Lewis diesen naheliegenden Einwand riskiert (und si
h Probleme s
ha�t, die

er mit Hilfe von Begri�en wie

"

essentiell\ und

"

intrinsis
h\ m

�

uhevoll besei-

tigen mu�), ist ganz klar: Ein Teil einer Region in unserer Welt allein ist

gar kein Ereignis oder eines, was nirgendwo sonst (also au
h ni
ht im ande-

ren Krieg in der anderen Welt) vorkommt. Zum zweiten widerspre
hen die

De�nitionen dem Punkt 10 vom Anfang dieses Abs
hnittes, in dem gesagt

wird, da� es keine zwei vers
hiedenen Ereignisse gibt, die notwendigerweise

in allen Regionen gemeinsam vorkommen oder ni
ht vorkommen. Hier hat
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Lewis die Wahl: Entweder sind seine De�nitionen leer, oder die Ereignis-

se sind ni
ht vers
hieden, oder er ist widerspr

�

u
hli
h. Er ents
heidet si
h

f

�

ur die zweite Variante. Um

"

laut `Hallo' sagen\ zu k

�

onnen, mu� man au
h

"

`Hallo' sagen\, ein

"

RR{S
hreiben\ ist immer au
h ein

"

R{S
hreiben\; so

sind diese Ereignisse also ni
ht dieselben, aber au
h ni
ht vers
hieden in

dem Sinne, in dem das beispielsweise f

�

ur das Vorliegen einer Kausalrelation

gefordert ist. Allerdings sind sie kontrafaktual abh

�

angig. Lewis' Ereignisse

sind wie erw

�

ahnt sol
he f

�

ur Kausaltheorien, und so ist dieser Zugang au
h

ni
ht ohne Folgen f

�

ur diese. V

�

ollig korrekt ist es ausges
hlossen, da� logis
h

oder mereologis
h verbundene Ereignisse in einer kausalen Relation stehen:

Implikation und wesentli
her Teil s
hlie�en Kausalit

�

at aus, weil diese nur

zwis
hen vers
hiedenen Ereignissen bestehen kann. So sind beispielsweise die

linken S
hritte eines Spaziergangs ni
ht die Ursa
he des gesamten Spazier-

gangs, sondern sein Teil. Man brau
ht beide Ereignisse, weil beide Ereignis-

se unters
hiedli
h kausal e�ektiv sein k

�

onnen (das laute Gr

�

u�en, ni
ht das

Gr

�

u�en, hat Adam ers
hre
kt; das Gr

�

u�en, ni
ht das laute Gr

�

u�en, hat Mary

gefreut). Von Na
hteil ist dagegen si
herli
h, da� vers
hiedene Teile dessel-

ben Ereignisses au
h ni
ht logis
h voneinander unabh

�

angig sein k

�

onnen. Sie

k

�

onnen bei Lewis daher ni
ht in kausalen Abh

�

angigkeiten stehen. Wie am

Beispiel der linken und der re
hten S
hritte eines Spazierganges zu sehen

ist, ist das h

�

au�g au
h erw

�

uns
ht und sinnvoll. Der logis
he Charakter der

Teil{Ganzes{Relation ma
ht es jedo
h einfa
h unm

�

ogli
h, komplexe Ereig-

nisse als Abfolgen und Strukturen von kausal geordneten Teilereignissen zu

begreifen, wie dies jedo
h h

�

au�g der Fall und n

�

utzli
h ist. Der erste Welt-

krieg beispielsweise ist ein sol
hes komplexes Ereignis, das mit den S
h

�

ussen

von Sarajewo begann, in dem eine Kriegserkl

�

arung auf die andere folgte,

eine Mobilma
hung der einen wegen Truppenbewegungen der anderen Seite

erfolgte, eine S
hla
ht die Ursa
he f

�

ur eine andere war und so fort. Nat

�

urli
h

kann an dieser Stelle eingewendet werden, da� all die S
hla
hten und Mo-

bilma
hungen wie oben erw

�

ahnt gar keine Teile des ersten Weltkrieges im

Lewis's
hen Sinne sind. Um so s
hlimmer, denke i
h.

2.4.3 Disjunktive Ereignisse gibt es ni
ht?

Es ist im gegebenen Zusammenhang interessant, Lewis' Argumentation zu

den sogenannten disjunktiven Ereignissen anzus
hauen. Weiter oben wurden

disjunktive Ereignisse, also sol
he, die aus Adjunktionen ereignisbildender

S

�

atze konstituiert werden, als perfekte Ereignisse anerkannt. Lewis m

�

o
hte

das ni
ht. Allerdings sieht er ein, da� man
he Ereignisse sozusagen von Natur

aus eine disjunktive Struktur haben: ein Aufstampfen mit dem Fu� ist wohl
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immer ein Aufstampfen mit dem re
hten oder ein Aufstampfen mit dem lin-

ken Fu�, meint er. Damit zielt er auf Beispiele ab, wie das bereits erw

�

ahnte

Ziehen einer Karte. Ausges
hlossen werden sollen dagegen Ereignisse, deren

Adjunktionsglieder

"

�

uberm

�

a�ig vers
hieden\ sind, wie beispielsweise Spre-


hen und Laufen. Da Lewis von seinen drei Argumenten gegen disjunktive

Ereignisse allein das letzte f

�

ur gelungen h

�

alt, soll au
h nur dieses hier dis-

kutiert werden. Dieses Hauptargument bezieht si
h auf die zu begr

�

undende

Kausaltheorie: Na
h Lewis sind ja unters
hiedli
he, ni
ht logis
h abh

�

angige

Ereignisse, die kontrafaktual abh

�

angig sind, kausal abh

�

angig. F

�

ur disjunktive

Ereignisse lassen si
h jedo
h re
ht lei
ht Beispiele �nden, die dem widerspre-


hen. So bringt Lewis den Fall von Fred, der spri
ht und mit seinem Spre
hen

Ted zum La
hen bringt. Gesetzt, da� es da no
h das Ereignis

"

Freds Spre-


hen oder Laufen\ gibt, kommt man in S
hwierigkeiten, denn ohne dieses

disjunktive Ereignis w

�

urde weder Freds Spre
hen no
h Teds La
hen vorkom-

men. Also ist das disjunktive Ereignis, da� Fred l

�

auft oder spri
ht, Ursa
he

f

�

ur Teds La
hen | was Lewis als kontraintuitiv emp�ndet. Dieser Intuition

zufolge gibt es sol
he disjunktiven Ereignisse ni
ht. Wie ist das passiert?

Im folgenden verwende i
h dieselben spra
hli
hen Zei
hen f

�

ur Ereignisse wie

f

�

ur Aussagen

�

uber das Vorkommen von diesen Ereignissen (wie Lewis) be-

ziehungsweise f

�

ur die entspre
henden ereigniskonstituierenden Aussagen (f

�

ur

Ereignis{Token ist das dasselbe). Das ist im gegebenen Zusammenhang un-

s
h

�

adli
h, ist aber als reine te
hnis
he Vereinfa
hung zu verstehen.

Fred bringt Ted zum La
hen, das hei�t, Freds Spre
hen (�) und Teds

La
hen (
) kommen vor, und wenn Fred ni
ht gespro
hen h

�

atte, h

�

atte Ted

ni
ht gela
ht:

1. � ^ 


2. ��2!�
.

Wenn Fred gespro
hen hat, dann ist au
h sein

"

Spre
hen oder Laufen\ vor-

gekommen; dies ist eine logis
he Aussage:

3. � ` � _ �.

Da f

�

ur die (klassis
he, zumindest,) Folgebeziehung im Gegensatz zu Lewis'

irrealen Konditionalen die Kontrapositionsregel gilt, folgt (ebenfalls als lo-

gis
he Aussage):

4. �(� _ �) ` ��.
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Um, rein formal, auf das disjunktive Ereignis als Ursa
he des La
hens zu

kommen, fehlt momentan no
h ein Bestandteil. Was wir entspre
hend der

zu erwartenden Explikation haben, ist

5. (� _ �) ^ 


wegen der ersten und dritten Zeile. Was fehlt, ist eine Zeile mit dem Inhalt:

6. (?): �(� _ �)2!�
.

Das w

�

are auf zweierlei Weise zu errei
hen: Entweder man nutzt den S
hlu�

von der Folgebeziehung (4.) auf das entspre
hende irreale Konditional und

hat damit und mit 2. die Voraussetzungen f

�

ur die Anwendung der Transiti-

vit

�

atsregel. Da in Lewis' System die Transitivit

�

atsregel ni
ht gilt, ist dieser

Weg blo
kiert. Oder man s
hlie�t direkt aus einer Aussage

�

uber eine logi-

s
he Folgebeziehung und einer irrealen Konditionalaussage na
h einer Art

"

Mis
htransitivit

�

atsregel\ auf eine andere irreale Konditionalaussage, und

zwar so:

[A ` B; B2!C = A2!C℄:

W

�

urde das den Intentionen von Lewis entspre
hen?

Wenn B aus A logis
h folgt, dann kann das nur hei�en, da� jede errei
hbare

A{Welt au
h eine B{Welt ist. Wenn B kontrafaktual C impliziert, dann sind

die n

�

a
hsten B{Welten au
h C{Welten. Mu� deshalb die n

�

a
hste A{Welt

au
h eine C{Welt sein? Sie kann s
hlie�li
h weit au�erhalb der n

�

a
hsten B{

Welten liegen, der Ausgangswelt so un

�

ahnli
h, da� s
hon wieder �C gilt.

Das k

�

onnte beispielsweise so aussehen:

u

w { aktuell

u

w

1

{ �A;B;C

u

w

2

{ A;B; �C

-

(Entfernung)

Abbildung 2.1: Wa
hsende Entfernung von der aktuellen Welt hei�t Verlust

an

�

Ahnli
hkeit. Jede A{Welt ist B{Welt; die n

�

a
hste B{Welt ist keine A{

Welt, aber C{Welt; die n

�

a
hste A{Welt ist keine C{Welt.

Also ist die Antwort auf die oben gestellte Frage negativ, Lewis wird die

"

Mis
htransitivit

�

atsregel\ ni
ht anerkennen wollen. Nute hat in anderem

Zusammenhang bereits darauf hingewiesen, da� Folgebeziehung und Lewis-
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oder Stalnaker{Konditional als transitive Kombination S
hwierigkeiten ma-


hen (vgl. [73℄, S. 6 f.) und Needham hat diese Regel diskutiert (vgl. [71℄,

S. 69 f.) sowie auf ihre enge Verbindung zur sogenannten Conne
tion Thesis

(das ist der S
hlu� von der Konjunktion auf das Konditional) hingewiesen.

Daraus ergeben si
h nun zwei S
hlu�folgerungen. Erstens ist es so, da� un-

ter der Voraussetzung, da� Freds Gerede die Ursa
he f

�

ur Teds La
hen ist,

Freds Spre
hen oder Laufen tats

�

a
hli
h ni
ht Teds La
hen verursa
ht. Inso-

fern stimmt Lewis Intuition sehr wohl mit der eben dur
hgef

�

uhrten Analyse,

aber ganz und gar ni
ht mit seiner Argumentation

�

uberein. Insbesondere ist

sie keinesfalls ein Argument gegen die Existenz disjunktiver Ereignisse, da

kein Widerspru
h entsteht. Wenn also weiter ni
hts vorliegt, kann es bei den

disjunktiven Ereignissen bleiben. Zweitens m

�

u�ten Lewis

�

ahnli
he Probleme

in allen F

�

allen entstehen, in denen die Folgebeziehung eine Rolle spielt. Und

das ist au
h tats

�

a
hli
h so, wie das folgende Beispiel zeigt:

Adam ist gestorben, weil er wei�e und braune Pilze gegessen

hat. Daraus folgt, da� er wei�e Pilze gegessen hat, aber ni
ht,

da� er gestorben ist, weil er wei�e Pilze gegessen hat (mit der-

selben Analyse wie oben). Nun betont Lewis aber ausdr

�

u
kli
h

(vgl. [57℄, S. 162) den breiten und unbefangenen Begri� von Ur-

sa
he, den er explizieren will. Wenigstens in einigen wi
htigen

F

�

allen von Verst

�

andnis von

"

Ursa
he\ sollten wir bereit sein,

jeden (konjunktiven) Teil einer Ursa
he au
h als eine Ursa
he

zu bezei
hnen. Automatis
h ergibt si
h das aus Lewis' Konzept

jedo
h ni
ht.

Lewis' Ereignisbegri� ist heutzutage der meistzitierte und ein
u�rei
hste.

2.5 Jaegwon Kim: Die Struktur von Ereignissen

Kim meint, da� die Analyse von Kausalit

�

at zwingend die Bes
h

�

aftigung

mit Ereignissen erfordert. Dazu mu� man Ereignisse direkt angehen und die

Frage beantworten, wel
he Sorte von Ereignissen man f

�

ur die Analyse von

Kausalrelationen

�

uberhaupt brau
ht. Es spielt dabei keine Rolle, ob es si
h

bei diesen um Zust

�

ande, Ver

�

anderungen oder Bedingungen handelt | alle

diese k

�

onnen s
hlie�li
h kausal e�ektiv sein. In [48℄ und zu Beginn von [49℄

zeigt er, da� unre
ektierte Behauptungen

�

uber das Funktionieren und die

Eigens
haften von Verursa
hung (am Beispiel Ma
kies und Humes) zu ernst-

haften S
hwierigkeiten f

�

uhren k

�

onnen. In der letzteren Arbeit entwi
kelt er

sein Ereignisverst

�

andnis, wel
hes hier vorgestellt werden soll.
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Na
h Kim ist ein Ereignis ein konkretes Objekt (oder ein n-Tupel von

Objekten), wel
hes zu einer bestimmten Zeit eine bestimmte Eigens
haft

(eine n-stellige Relation) exempli�ziert. Damit haben seine Ereignisse eine

propositionsartige Struktur: Sie sind auf eine gewisse Weise den S

�

atzen

�

ahn-

li
h. Na
h der Bes
hreibung sind sie komplexe Entit

�

aten, die Gegenst

�

ande,

Relationen und Zeitpunkte oder -intervalle als Elemente beinhalten. Ist also

beispielsweise P (x

1

; : : : ; x

n

; t) der Satz, da� die x

i

zur Zeit t in der Relati-

on P stehen (die Titani
 sinkt im Intervall t), dann soll [(x

1

; : : : ; x

n

; t); P ℄

das entspre
hende Ereignis sein (wel
hes normalerweise

�

uber eine Substan-

tivierung, im Englis
hen mit Hilfe des Gerundiums, ausgedr

�

u
kt wird: das

Sinken der Titani
 im Intervall t). Kim weist darauf hin, da� die

�

ubli
herwei-

se als n-stellig betra
hteten Pr

�

adikate nunmehr dur
h die Ber

�

u
ksi
htigung

der Zeitkoordinaten (n+1)-stellig werden (die Zeitstelle also ebenfalls eine

Art Valenz ist | wie das ja au
h s
hon im Exkurs zu Valenzen nahege-

legt wurde). Praktis
h nimmt er eine Universalisierung na
h der Zeit vor,

wie sie oben bes
hrieben ist, eine na
h der Raumkoordinate h

�

alt er ni
ht

f

�

ur notwendig. Da� allerdings Ereignisse an ganz bestimmten Stellen im

Raum vor si
h gehen, unterliegt keinem Zweifel. Die Raumkoordinate h

�

angt

jedo
h eindeutig von der Lokalisierung der Objekte im Raum ab. Im Ver-

laufe seiner Er

�

orterung erw

�

ahnt er ebenfalls den empiris
hen Charakter des

Pr

�

adikates in ereigniskonstituierenden S

�

atzen, allerdings kann er im Rah-

men seiner Arbeiten ni
ht darauf eingehen, was das genau hei�t. Da er si
h

auf konkrete Objekte (beziehungsweise n-Tupel von konkreten Objekten)

bezieht, die s
hon deswegen au
h im Raum lokalisiert sind, produziert sein

Vorgehen singul

�

are Ereignistermini. Die ereigniskonstituierenden S

�

atze sind

also universal und singul

�

ar , die konstituierenden Objekte und Attribute (so

nennt Kim das) sind empiris
h. Da si
h Kim zun

�

a
hst auf pr

�

adikative S

�

atze

ohne Quantoren bes
hr

�

ankt, k

�

onnen diese au
h ni
ht logis
h oder analytis
h

g

�

ultig oder ung

�

ultig sein. Daher gilt bis hierher:

Satz 16

Es sei A ein singul

�

arer quantorenfreier und universaler Satz mit expliziter

Zeitkoordinatenangabe, in wel
hem alle vorkommenden Termini empiris
he

Termini sind. Der terminibildende Operator s sei der oben (entspre
hend

De�nition 5) verwendete, [ ℄ sei Kims Ereignisausdru
k. Dann gilt:

t

�

sA

*

)

t

�

[A℄.

Da Kim sp

�

ater Kausalit

�

at

�

uber die konstituierenden Attribute de�niert,

brau
ht er zur Absi
herung seiner vers
hiedenen Vors
hl

�

age nur no
h die

Existenz und die Identit

�

at von Ereignissen zu de�nieren. Die Existenzde�-
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nition 19, die f

�

ur singul

�

are (mit dem s{Operator gebildete) Ereignisse ver-

wendet wurde, ist praktis
h dieselbe, die Kim gebrau
ht:

De�nition 48

Das Ereignis [(x

1

; : : : ; x

n

; t); P ℄ existiert genau dann, wenn das n-Tupel

x

1

; : : : ; x

n

zur Zeit t das n-stellige Pr

�

adikat P exempli�ziert.

Hier wird (anders als in der De�nition, auf die gerade Bezug genommen wur-

de) die Wahrheit des ereigniskonstituierenden Satzes ni
ht erw

�

ahnt. Es ist

aber si
herli
h keine unerlaubte Mi�interpretation von Kims Ansi
hten,

"

Ex-

empli�zieren\ als mengentheoretis
he Element{Beziehung und seine Pr

�

adi-

kate als Klassen aufzufassen. Damit sind wir komplett bei der klassis
hen

Semantik angelangt, und die Ereignisse sind wegen der Transitivit

�

at des

"

ge-

nau dann, wenn\ perfekte Wahrma
her f

�

ur die entspre
henden S

�

atze (der

de�nierten Art). Weiter folgt, da� es ni
htexistierende Ereignisse gibt | ein

Gedanke, der von Kim ni
ht er

�

ortert wird.

Der sehr einfa
he und nat

�

urli
he Aufbau verf

�

uhrt zu einem ebenso einfa
hen

und zun

�

a
hst einleu
htenden Identit

�

atskriterium. Wie es aber na
h der oben

gef

�

uhrten Diskussion zur Identit

�

at von Ereignissen ni
ht anders zu Erwar-

ten ist, konzentriert si
h die Kritik an dieser Konzeption genau auf diese

Kriterien. Kim beginnt mit einem Kriterium f

�

ur Ereignisse mit einstelligen

konstituierenden Attributen:

De�nition 49

[(x; t); P ℄ = [(x

0

; t

0

); P

0

℄ genau dann, wenn x = x

0

; t = t

0

und P = P

0

.

Diese De�nition wird dann soweit auf n-stellige konstituierende Attribute

verallgemeinert, da� die Reihenfolge der Argumente keine Probleme dar-

stellt: Valenzreduzierte Pr

�

adikate (wie das einstellige

"

Adam k

�

u�t\) werden

ni
ht zugelassen, die Valenzen werden �a la Quine gekennzei
hnet, und Pr

�

adi-

kate, die si
h nur in Permutationen dieser gekennzei
hneten Valenzen unter-

s
heiden, werden identi�ziert. Ereignisse, die aus einander entspre
henden

Aktiv{Passiv{Paaren konstituiert werden (Adams K

�

ussen von Mary, und

Marys Gek

�

u�twerden von Adam) und

�

ahnli
he sind damit identis
h (vgl.

dazu den genannten Exkurs zu Valenzen im Davidson{Abs
hnitt dieser Ar-

beit). Aufgrund dieser De�nition gelten nat

�

urli
h die Ersetzbarkeitsregeln

f

�

ur Entit

�

aten, die mit [ ℄ gebildet sind: Wenn t

�

a

*

)

t

�

b, dann t

�

[A℄

*

)

t

�

[A

0

℄,

wobei a ein Subjektterminus, Pr

�

adikatterminus oder eine Zeitkonstante ist

und [A

0

℄ aus [A℄ dur
h Ersetzen von 0 oder mehr Vorkommen von a in

[A℄ dur
h b entstand. Das Ereignis, da�

�

Odipus Jokaste heiratet, ist das-

selbe Ereignis wie das, da�

�

Odipus seine Mutter heiratet; wenn das eine
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suspekt ist, so au
h das andere. Es gibt aber eine Gruppe von s
heinbar

identis
hen Ereignissen, die dur
h diese De�nition di�erenziert werden. Wie

Kim selbst bemerkt, ist

"

Sokrates' Sterben\ ni
ht identis
h mit

"

Xanthippes

Verwitwen\. Kim h

�

alt das f

�

ur korrekt, s
hlie�li
h kommt das eine Ereignis

im Gef

�

angnis, das andere aber dort vor, wo si
h Xanthippe gerade aufh

�

alt.

Es gibt au
h andere Entit

�

aten, deren Existenz notwendig an die von an-

deren Gegenst

�

anden gebunden ist, die aber deswegen ni
ht identis
h mit

jenen sind. Mit all dem kann man mitgehen. Ein e
htes Problem d

�

urfte f

�

ur

Kim jedo
h die Davidsons
he Aufgabenstellung sein, adverbiale Erg

�

anzun-

gen desselben Ereignisses zu interpretieren. Um bei Adam zu bleiben: sein

"

K

�

ussen von Mary zu t\ war ganz gewi� ein

"

Liebkosen von Mary zu t\,

i
h sehe aber ni
ht, wie Kim das erkennen kann | denn K

�

ussen ist ni
ht

identis
h mit Liebkosen.

Pr

�

adikatenglei
hheit ist so wesentli
h f

�

ur Kim, weil Kausalit

�

at bei ihm

�

uber Relationen zwis
hen Pr

�

adikaten de�niert wird. Daher de�niert er au
h

generis
he Ereignisse (Ereignistypen) als diese konstituierenden Attribute

und legt fest, da� jedes Ereignis nun genau ein generis
hes Ereignis hat. Da-

mit ist er zum einen ni
ht mehr in der Lage, konkrete F

�

alle von K

�

ussen mit

konkreten F

�

allen von Liebkosen oder Z

�

artli
h{K

�

ussen zu identi�zieren (sie

fallen unter unters
hiedli
he generis
he Ereignisse), zum anderen mu� er,

wie Rosenberg bemerkt (vgl. [86℄), entweder eine Art konstanter Konjunk-

tion von Heirat und Geisteskrankheit annehmen oder

�

Odipus' Heirat mit

Jokaste als Ursa
he f

�

ur seine Erkrankung auss
hlie�en. Rosenberg bezieht

diese Kritik explizit auf den in der Arbeit von Kim analysierten Konstante{

Konjunktionen{Zugang zur Kausalit

�

at. Es ist aber lei
ht zu sehen, da� je-

der Zugang, der Ereignistypen zum Ausgangspunkt hat, von dieser Kritik

ges
h

�

adigt wird.

Kims Identit

�

atskriterium ist, genau wie Davidsons, in der einen Ri
h-

tung ni
ht zu bezweifeln. Wenn tats

�

a
hli
h der Bedeutungseins
hlu� f

�

ur al-

le vorkommenden Termini in den ereigniskonstituierenden S

�

atzen vorliegt

(und der mu� ni
ht aufgrund allein spra
hli
her Tatsa
hen vorliegen), sowie

(Raum- und) Zeitglei
hheit gegeben ist, dann greift die Ersetzbarkeitsregel,

und die konstituierten singul

�

aren Ereignisse sind identis
h. Wie erl

�

autert,

ist das aber ni
ht der einzige m

�

ogli
he Fall. L

�

a�t man si
h auf mehr Iden-

tit

�

aten ein, als dur
h Kims Identit

�

atskriterium produziert werden, dann f

�

allt

das seltsame Postulat, da� jedes singul

�

are Ereignis genau ein generelles (bei

Kim: generis
hes) Ereignis generiert, von ganz allein. S
hlie�li
h gilt vern

�

unf-

tigerweise, da� identis
he singul

�

are Ereignisse alle generellen gemeinsam ha-

ben. Ein sol
her Zugang erm

�

ogli
ht au
h die De�nition von Pr

�

adikaten und

damit die L

�

osung von Kims R

�

atsel bez

�

ugli
h Xanthippes Verwitwen. Kim
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fragt, wel
he Beziehung denn zwis
hen diesem Ereignis und Sokrates' Ster-

ben besteht, da sie ni
ht identis
h, aber do
h in ihrer Existenz voneinander

abh

�

angig seien. Aufgrund der folgenden De�nition ist diese Frage s
hnell

gekl

�

art:

De�nition 50

Witwe(y) =

df

9x(Gatte(x; y) ^ tot(x))

F

�

ur Xanthippe ist Sokrates die Einsetzungsinstanz f

�

ur die quanti�zierte Va-

riable, da er | faktis
h | der Gatte von Xanthippe ist. Sein Sterben ist Teil

ihres Verwitwens; das Sterben �ndet (wie Kim au
h s
hreibt) im Gef

�

angnis

in Athen, das Verwitwen aber sowohl dort als au
h da statt, wo si
h Xan-

thippe be�ndet. (Letzteres gilt unter der von Kim explizit ausgespro
henen

und v

�

ollig nat

�

urli
hen Bedingung, da� die Ereignisse dort statt�nden, wo

si
h ihre konstituierenden Objekte be�nden.)

Komplexe Ereignisse, das hei�t Ereignisse, die mehr als eine Eigens
haft

einbeziehen, will Kim als Realisierungen von gewissen Mengen von konstitu-

ierenden Attributen behandeln (vgl. [48℄). Das Ereignis, da�

�

Odipus Jokaste

heiratet und seinen Vater ers
hl

�

agt, ist dann eher kein Ereignis, sondern es

sind zwei singul

�

are Ereignisse, deren generis
he Ereignisse zu einer gemeinsa-

men Gelegenheit realisiert sind. Aus dem bisher zu seinem Zugang Gesagten

ist ganz klar, da� er si
h ni
ht auf Konjunktionen oder Adjunktionen von

ereigniskonstituierenden Pr

�

adikaten einlassen kann. Mit dem Umweg

�

uber

die Realisierungen von generis
hen Ereignissen l

�

ost er au
h das Problem der

Negationen: Die den negativen entspre
henden Ereignisse haben keine Rea-

lisierung zu der angegebenen Gelegenheit. Es bleibt zu erw

�

ahnen, da� Kims

Methode, obwohl auf S

�

atzen beruhend, kein Argument vom Typ Slingshot

zul

�

a�t.

2.6 Franz von Kuts
hera: Sebastians Spazierg

�

ange

Das Ziel von Kuts
heras ist es, sogenannte

"

grobk

�

ornige Ereignisse\ zu de-

�nieren, die als Propositionen konstruiert sind. Dabei geht es ihm um die

S
hwierigkeit, da� unter der Bedingung, da� Sebastians (einziger) Spazier-

gang in Bologna au
h der war, auf dem er Max traf,

"

der Spaziergang in

Bologna\ und

"

der Spaziergang, auf dem er Max traf\ identis
he Ereignisse

sind, aber die entspre
henden Propositionen ni
ht identis
h sind. Die Ereig-

nisse

"

da� Sebastian in Bologna spazieren geht\ und

"

da� Sebastian spa-

zieren geht und dabei Max tri�t\ sind laut Voraussetzung einfa
h derselbe

Spaziergang, allerdings werden sie | in der hier bevorzugten Terminologie
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| von unters
hiedli
hen S

�

atzen konstituiert. Was von Kuts
hera zu errei-


hen su
ht, ist ein Verst

�

andnis von Ereignis, wel
hes es erlaubt, ni
ht jeden

Spaziergang in Bologna als einen au�assen zu m

�

ussen, bei dem Max getrof-

fen wird; allerdings diesen Spaziergang in Bologna mit dem zu identi�zieren,

auf dem Sebastian Max traf. In [115℄ (wel
hes hier referiert wird) entwi
kelt

er einen modal- und zeitlogis
hen Rahmen zur Behandlung des Problems,

dessen Ansatz bereits in [116℄ erfolgrei
h auf die Analyse von Kausalit

�

at

angewendet wurde (vgl. dazu au
h [27℄, S. 11 f.).

Es sei T eine ni
htleere Menge von Momenten (t; t

0

; : : :) mit < als Ord-

nungsrelation darauf und W eine ni
htleere Menge von m

�

ogli
hen Welten

(w; w

0

; : : :). F

�

ur alle t 2 T ist w �

t

w

0

eine

�

Aquivalenzrelation auf W , die

gilt, wenn im Moment t die Welt w im selben Zustand ist wie die Welt w

0

.

Au�erdem soll gelten: aus w �

t

w

0

und t

0

< t folgt w �

t

0

w

0

(damit k

�

onnen

si
h

�

aquivalente Welten in der Zukunft auseinanderentwi
keln, haben aber

eine Art gemeinsamer linearer Vergangenheit).

De�nition 51

Propositionen sind Untermengen von W � T .

Es sei � ein Intervall in T , dann ist L(X;w; �) | die Proposition X gilt in

w exakt im Intervall � | genau dann, wenn 8t(hw; ti 2 X � t 2 �). F

�

ur

jedes Intervall � sind �

1

bzw. �

2

Anfangs-, bzw. Endpunkt des Intervalls.

Mit der folgenden De�nition eines Ereignisses versu
ht von Kuts
hera sein

Verst

�

andnis von singul

�

aren Ereignissen zu explizieren. Singul

�

are Ereignisse

sind einmalig , ohne Pause (Bedingung (a)), f

�

ur sie gilt: wenn si
h die mo-

mentanen Weltzust

�

ande zweier Welten am Endpunkt eines Intervalls ni
ht

unters
heiden und im Intervall in einer der Welten eine Proposition exakt

gilt, so au
h in jeder anderen Welt exakt in diesem Intervall. Das wird von

von Kuts
hera so interpretiert, da� ni
hts na
h dem Endpunkt eines Ereig-

nisses no
h relevant f

�

ur dieses ist (Bedingung (b)). Die letzte Bedingung

(
) besagt in etwa, da� der Anfangspunkt eines Ereignisses wesentli
h zum

Ereignis geh

�

ort. Das in der De�nition vorkommende Symbol w(t) verwendet

eine Funktion von T in W �T , Welten k

�

onnen so aufgefa�t werden. w(t) ist

dann der momentane Zustand der Welt w in t.

De�nition 52

Eine Proposition X ist ein singul

�

ares Ereignis genau dann, wenn sie die

folgenden Bedingungen erf

�

ullt:

(a) 8w(9t(hw; ti 2 X) � 9�L(X;w; �)),

(b) 8ww

0

�(L(X;w; �) ^ w(�

2

) = w

0

(�

2

) � L(X;w

0

; �)), und
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(
) 8ww

0

��

0

(L(X;w; �) ^ L(X;w

0

; �

0

) ^ 9t(t 2 � \ �

0

^w(t) = w

0

(t)) �

� �

1

= �

0

1

).

Ereignisse, die so de�niert sind, sind e
ht einzigartig, unwiederholbar in je-

dem Sinne. Aber au
h

"

Sokrates' Spazierg

�

ange\ kann | wenn au
h si
h

�

ofter wiederholend | als singul

�

ares Ereignis aufgefa�t werden. Der Ereig-

nisbegri� wird von von Kuts
hera demzufolge so verallgemeinert, da� die

den Propositionen zuges
hriebenen Zeitmomente ni
ht unbedingt ein einzi-

ges zusammenh

�

angendes Intervall bilden m

�

ussen, in dem (und nur in dem)

die Proposition gilt, sondern da� mehrere ni
ht

�

uberlappende Intervalle die-

ser Art erlaubt sind. Dazu wird de�niert:

De�nition 53

L

0

(X;w; t) =

df

8t(t 2 � � hw; ti 2 X) ^ 8�

0

(� � �

0

� 9t(t 2 �

0

^ �hw; ti 2 X)), wobei �=�

0

hei�t: es gibt einen Zeitpunkt zwis
hen � und �

0

.

Die Bedingungen (b) und (
) werden dur
h Ersetzen von L dur
h L

0

an das

neue Ereignisverst

�

andnis angepa�t, und anstelle von (a) wird

8w��

0

(L

0

(X;w; �) ^ L

0

(X;w; �

0

) � � = �

0

_ �=�

0

)

verwendet.

Im Folgenden verwendet von Kuts
hera eine etwas andere,

�

aquivalente

Version von

"

Ereignis\:

Es sei w

�

die Funktion w, bes
hr

�

ankt auf � . Anders gesagt, w

�

ist die Menge

der Momentzust

�

ande von w in � . E sei die Menge der Weltsegmente, in denen

X gilt: E = fw

�

: L

0

(X;w; �)g. Dann gilt na
h von Kuts
hera:

Satz 17

X ist ein Ereignis genau dann, wenn f

�

ur E die folgenden Bedingungen erf

�

ullt

sind:

(d) 8w��

0

(w

�

2 E ^ w

�

0

2 E � � = �

0

_ �=�

0

) und

(e) 8ww

0

��

0

(w

�

2 E ^ w

0

�

0

2 E ^ w

�

\ w

0

�

0

6= ; � �

1

= �

0

1

).

In diesem Sinne ist es m

�

ogli
h,

�

uber Mengen von Weltsegmenten E als Er-

eignisse zu spre
hen.

Die Ereignisse von Kuts
heras sind singul

�

are Ereignisse in jeder Welt, in

der sie statt�nden. Das hei�t aber au
h, da� sie in jeder Welt vers
hieden

statt�nden k

�

onnen:
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Caesars Ermordung ist Caesars Ermordung in allen m

�

ogli
hen

Welten (in der sie

�

uberhaupt vorkommt). Es ist ni
ht m

�

ogli
h,

um bei von Kuts
heras Beispiel zu bleiben, sie mit Caesars Ge-

burt oder Ci
eros Tod in einer anderen Welt zu identi�zieren.

Allerdings kann Caesars Ermordung in einer anderen Welt gut

andere Eigens
haften haben, als sie sie in der gegebenen Welt

hat: sie k

�

onnte an einem anderen Ort statt�nden, zu einer ande-

ren Zeit, mit we
hselnden Beteiligten und Mordwa�en . . .

Mit

"

Caesars Ermordung\ kann also sowohl das Ereignis ganz allgemein, als

au
h das Ereignis so, wie es in der gegebenen Welt vorgekommen ist, gemeint

sein. Dieser Unters
hied, meint von Kuts
hera, ist spra
hli
h im

"

abstrak-

ten Bezei
hnen\ dur
h das Ereignis, da� A einerseits, und dem

"

konkreten

Bezei
hnen\ dur
h Nominalisierungen andererseits ausgedr

�

u
kt. Konkrete

Ereignisse sollen aber nun ni
ht so konkret sein, da� die vollst

�

andige Leib-

nizs
he Glei
hheit aller Eigens
haften gefordert ist (in diesem Falle w

�

urde

nur ein Ereignis jeweils so vorkommen, wie es in der gegebenen Welt vorge-

kommen ist: dieses selbe Ereignis in derselben Welt). Daher wird ein Bezug

auf eine Menge F von Eigens
haften von Ereignissen eingebaut. K ist also

ein konkretes Ereignis, n

�

amli
h E, so wie E in w bez

�

ugli
h der Eigens
haften

aus F ges
hieht:

K(E;w; F ) =

df

fw

0

�

0

2 E : 8f(f 2 F � (f

w;t

(E) � f

w

0

;t

0

(E)))g:

Die Unters
heidung von konkreten und abstrakten Ereignissen erlaubt

es, das am Anfang gestellte Problem zu l

�

osen. Jedes Ereignis ist konkret und

abstrakt, je na
hdem, ob und wel
he Eigens
haften einbezogen werden. So

ist es aber m

�

ogli
h, unters
hiedli
he abstrakte Ereignisse zu haben, die als

konkrete Ereignisse identis
h sind:

Der Mord, von Herrn Smith begangen, ist von einer anderen Pro-

position konstituiert, als der Mord an Herrn Brown. Denno
h

sind die konkreten Ereignisse bez

�

ugli
h M

�

order, Ermordetem,

Zeitpunkt, Tatwa�e . . . identis
h | denn Smith hat in der ge-

gebenen Welt Brown ermordet, mit dieser Wa�e, zu dieser Zeit.

Das hei�t aber ni
ht, da� beide konkreten Ereignisse in allen

Eigens
haften

�

ubereinstimmen w

�

urden.

Eine sol
he Identit

�

at von zwei Ereignissen im selben Intervall relativ zu

bestimmten Eigens
haften E =

F

E

0

wird de�niert:

De�nition 54

E =

F

E

0

=

df

8f(f 2 F � (f

w;t

(E) � f

w;t

(E

0

))).
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Einer Argumentation von Lewis folgend h

�

alt von Kuts
hera ein (abstrak-

tes) Ereignis ni
ht generell f

�

ur identis
h bez

�

ugli
h der F-Eigens
haften mit

dem entspre
henden (konkreten) Ereignis so, wie es in der gegebenen Welt

bez

�

ugli
h der F-Eigens
haften vorgekommen ist. Es ist aber zum einen in-

tuitiv w

�

uns
henswert, da� in der gegebenen Welt das abstrakte Ereignis

dieselben Eigens
haften hat wie das bez

�

ugli
h dieser selben Eigens
haften

de�nierte konkrete Ereignis; zum anderen erlaubt das Setzen eines entspre-


henden Postulats die Ableitung der F-Identit

�

at abstrakter Ereignisse aus

der F-Identit

�

at entspre
hender konkreter Ereignisse (bez

�

ugli
h F in der ge-

gebenen Welt). Also wird postuliert:

Postulat 11

E =

F

K(E;w; F ).

Bisher ging es um konkrete Ereignisse bez

�

ugli
h singul

�

arer Ereignisse,

beispielsweise bestimmter Spazierg

�

ange zu bestimmten Anl

�

assen. Was aber

im gegebenen Zusammenhang interessant ist, sind konkrete Ereignisse, die

si
h auf Typen, auf generis
he Ereignisse wie sol
he

"

da� Sebastian spazie-

rengeht\ beziehen. Diese m

�

ussen in vers
hiedenen Intervallen in einer Welt

vorkommen k

�

onnen und k

�

onnen dort entspre
hend au
h unters
hiedli
he

Eigens
haften haben. Sol
he Entit

�

aten nennt von Kuts
hera Instanzen:

K(E;w; �; F ) = fw

0

�

0

2 E : 8f(f 2 F � (f

w;t

(E) � f

w

0

;t

0

(E)))g

ist die Instanz des Ereignisses E, die in w im Intervall � vorkommt. F

�

ur jedes

Intervall, in dem E vorkommt, gibt es eine sol
he Instanz. Wie von Kuts
hera

betont, mu� F nun hinrei
hend viele Eigens
haften enthalten, damit die

vers
hiedenen Instanzen au
h individuiert sind. Sonst kann es vorkommen,

da� f

�

ur zwei Intervalle ein und dasselbe Ereignis Instanz eines generis
hen

Ereignisses ist | Sebastian kann aber zwar in unters
hiedli
hen Welten

denselben Spaziergang zweimal dur
hf

�

uhren, ni
ht aber in vers
hiedenen

Intervallen in einer Welt. Das wird mit einem Postulat errei
ht:

Postulat 12

8��

0

(w

�

2 E ^ w

�

0

2 E ^ 8f(f 2 F � (f

w;t

(E) � f

w;t

0

(E))) � � = �

0

).

Tats

�

a
hli
h konnte von Kuts
hera das von ihm angespro
hene Problem

l

�

osen: Da Ereignisse bei ihm Mengen sind, ist es erlaubt, f

�

ur ihre Identit

�

at

das in der Mengentheorie g

�

ultige Kriterium anzusetzen. Zwei Ereignisse sind

identis
h, wenn sie die glei
hen Elemente haben, das hei�t, die glei
hen mo-

mentanen Weltzust

�

ande. Logis
h

�

aquivalente S

�

atze konstituieren bei Zeit-

glei
hheit beispielsweise dieselben Ereignisse. Wie zu erwarten, gilt das f

�

ur
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"

Sebastian spaziert dur
h Bologna\ und

"

Sebastian geht spazieren und tri�t

dabei Max\ ni
ht, denn es sind Welten denkbar, in denen Sebastian den Max

ni
ht in Bologna, sondern beispielsweise auf seinem Spaziergang dur
h Toru�n

oder Leipzig tri�t. Die beiden Ereignisse sind also vers
hiedene Untermen-

gen von W � T . Es ist au
h gut m

�

ogli
h, da� Sebastian in dieser unserer

Welt mehrfa
h dur
h Bologna spaziert | das sind die Instanzen des ersten

genannten Ereignisses. Wir k

�

onnten in diesem Fall die Instanzen vonein-

ander unters
heiden, denn da sie in vers
hiedenen Intervallen statt�nden,

gibt es individuierende Eigens
haften. Selbstverst

�

andli
h k

�

onnten die Spa-

zierg

�

ange dur
h Bologna gez

�

ahlt werden, genau wie die ihnen entspre
hen-

den Intervalle gez

�

ahlt werden k

�

onnen. Entspre
hend der Voraussetzungen

f

�

ur das Beispiel hat es aber genau einen Spaziergang Sebastians (in unserer

Welt) in Bologna gegeben, und er hat genau einmal w

�

ahrend eines Spazier-

ganges (n

�

amli
h in Bologna) Max getro�en. Der Spaziergang in Bologna

hat also in unserer Welt die Eigens
haft, da� auf ihm Max getro�en wurde;

und der Spaziergang, auf dem Max getro�en, wurde hat in unserer Welt

die Eigens
haft, da� er in Bologna stattfand. Die beiden Ereignisse

"

Spa-

zierengehen in Bologna\ und

"

Spazierengehen und Max tre�en\ stimmen

in unserer Welt so, wie sie stattgefunden haben, in allen (betra
hteten) Ei-

gens
haften

�

uberein, also sind sie dieselben konkreten Ereignisse. Das hei�t

ni
ht mehr, als da� die Menge der Welten/Zeiten, die das Spazierengehen in

Bologna so ist, wie es bei uns (eins
hlie�li
h des Max{Tre�ens) ges
hah, die

glei
he ist wie die, die das Spazierengehen und Max Tre�en ist, so, wie die-

ses bei uns (also eins
hlie�li
h des in Bologna{Ges
hehens) ges
hah. Auf die

glei
he Weise l

�

a�t si
h Davidsons und Lewis' R

�

atsel bez

�

ugli
h des

"

Hallo{

Sagens\ und des

"

Laut{Hallo{Sagens\ l

�

osen. Ein wenig irritierend an der

eleganten L

�

osung ist allein, da� sie praktis
h das gesamte Instrumentarium

der modalen und temporalen Modelltheorie voraussetzt (eins
hlie�li
h der

Eigens
haften von Mengen von m

�

ogli
hen Welten), um ein so einfa
h zu for-

mulierendes Problem zu entwirren. Das ist jedo
h, wie jedermann wei�, kein

unbedingt s
hlagender Vorwurf.

2.7 Max Ur
hs: Epistemis
he Systeme

Ur
hs' Vorstellungen von Ereignissen nehmen im Rahmen dieser Arbeit des-

wegen eine Sonderstellung ein, weil sie | im Gegensatz zu Russells, Mon-

tagues, Davidsons, Lewis', Kims, von Kuts
heras, meinen eigenen und de-

nen der meisten anderen Autoren | gar ni
ht innerhalb einer ontologis
hen

Theorie vorgestellt werden. Seine Ideen sind am besten als Epistemologie
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von Ereignissen zu verstehen.

Der zentrale Punkt f

�

ur Ur
hs' Zugang ist der eines epistemis
hen Sub-

jekts (vgl. [112℄, S. 18 f., in Anlehnung an einen Begri� von Stelzner), eines

epistemis
hen Systems (vgl. [113℄, S. 387 f.) oder eines informationssam-

melnden und -verarbeitenden Systems (vgl. [114℄, S. 197 f., in Anlehnung an

einen Begri� von Hartle und Gell{Mann). Ein sol
hes epistemis
hes System

ist ein Teil der Welt, es sammelt und verarbeitet Informationen

�

uber die

Welt. Zu ihm geh

�

ort

�

ubli
herweise eine Logik, mit Hilfe derer S
hl

�

usse aus

Aussagen gezogen werden k

�

onnen, die das System irgendwie erh

�

alt und spei-


hert. Sol
he S

�

atze sollen ni
ht{analytis
he S

�

atze

�

uber empiris
he Objekte

sein, wobei die Antwort auf die Frage, was analytis
h und was empiris
h ist,

au
h von der Logik und der Datenbasis des epistemis
hen Subjektes abh

�

angt.

Unter Umst

�

anden sind au
h Spra
hregeln, Bedeutungspostulate oder

�

ahn-

li
hes implementiert. Ein epistemis
hes System kreiert auf diese Weise ein

"

Weltbild\, was einerseits dur
h denjenigen Berei
h der Welt bestimmt ist,

aus dem die Aussagen stammen (weiterhin abh

�

angend von den M

�

ogli
h-

keiten des Systems: seinen Anlagen, Sensoren . . . ), andererseits dur
h die

Interessenlage, Erkl

�

arungsabsi
hten | den Filtrationen. Na
h Ur
hs ist so

ein Weltbild in etwa die selektive Projektion der Wirkli
hkeit auf einen Rah-

men, auf dem die Wirkli
hkeit aufs
heint. Epistemis
he Systeme werden mit

sol
hen Weltbildern identi�ziert: Jedes epistemis
he System besitzt genau

ein sol
hes Weltbild. O�ensi
htli
h sind Mens
hen demna
h keine epistemi-

s
hen Systeme, sondern eher B

�

undel oder Gesamtheiten von sol
hen. Ur
hs

argumentiert daf

�

ur mit dem h

�

ubs
hen Beispiel eines Astronomen, der einen

professionellen Rahmen f

�

ur den Sternenhimmel haben kann und einen wei-

teren privaten f

�

ur die verliebten Stunden unter dem Firmament.

Auf einem sol
hen Rahmen ers
heinen Beoba
htungsentit

�

aten, das sind

Denotate von S

�

atzen

�

uber Beoba
htungen. Einige von diesen Beoba
htungs-

entit

�

aten sind nun Ereignisse, und zwar diejenigen, die wir als

"

kurzlebig\,

als

"

temporal quasi-pun
tiform\ (vgl. [113℄, S. 389) bezei
hnen k

�

onnen:

De�nition 55

Eine Beoba
htungsentit

�

at ist temporal quasi-pun
tiform und damit ein Er-

eignis dann und nur dann, wenn ni
hts sonst w

�

ahrend der Dauer der Entit

�

at

im Weltbild des Systems ges
hieht.

Daraus lassen si
h zwei S
hlu�folgerungen ziehen, mit denen Ur
hs umzu-

gehen hat:

(i) Ereignisse sind temporal atomar.

(ii) Ereignisse sind immer Ereignisse in einem epistemis
hen System.
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�

Uber den ersten Punkt ist bereits gespro
hen worden: Ist der Krieg ein

Ereignis, ist die S
hla
ht keines mehr und umgekehrt. Prinzipiell sind die

Vorteile eines sol
hen Zugangs au
h seine Na
hteile. Da Ereignisse keine

Teile haben (au
h keine r

�

aumli
hen, wie eine kurze Betra
htung zeigt), gibt

es keine Fragen na
h und Probleme mit der kausalen Wirksamkeit von Tei-

len, mit mereologis
hen Strukturen und

�

ahnli
hem. Da Ereignisse temporal

punktf

�

ormig sind, gibt es f

�

ur sie keine Intervalle, die na
heinander,

�

uberlap-

pend oder syn
hron zu de�nieren w

�

aren. Es gibt keine konjunktiven oder

disjunktiven Ereignisse. Es gibt vieles ni
ht, was die Behandlung von Ereig-

nissen s
hwierig und aufwendig ma
ht. Dies sind aber au
h die Dinge, die

die Behandlung von Ereignissen erst lohnenswert und interessant ma
hen.

Probleme vers
hwinden hier ganz einfa
h dadur
h, da� die entspre
henden

Fragen im Modell ni
ht mehr gestellt werden k

�

onnen.

Der zweite Punkt wird von Ur
hs ausf

�

uhrli
h diskutiert, weil dieser sofort

impliziert, da� Ereignisse in vers
hiedenen epistemis
hen Systemen na
h De-

�nition vers
hiedene Ereignisse sind. Das Dur
hlaufen eines Kometen dur
h

unser Sonnensystem gibt es f

�

ur Ur
hs' Astronomen mindestens zweimal: als

Ereignis im Observatorium (auf dem professionellen S
hirm) und als Ereig-

nis auf der Parkbank (auf dem privaten S
hirm). Wie h

�

angen diese beiden

Ereignisse zusammen? Daf

�

ur verwendet Ur
hs die folgenden Begri�e (vgl.

[113℄, S. 390):

De�nition 56

Das Ereignis � ist eine �{Variante, wenn � und � den glei
hen Ursprung

in der Realit

�

at haben.

Das Ereignis � ist eine e
hte Variante von �, wenn � eine von � vers
hie-

dene �{Variante ist.

Die S{Varianten eines Ereignisses � sind die e
hten Varianten von � im

epistemis
hen System S.

Da kausale Relationen auf den S
hirmen ers
heinen, k

�

onnen sie ni
ht zwi-

s
hen den Ereignissen vers
hiedener S
hirme bestehen. Damit l

�

ost Ur
hs

zwei wi
htige Probleme der Kausaltheorie: Warum bre
hen Kausalketten

ab? Weil in ein neues (anderes) epistemis
hes System

�

ubergegangen wurde,

antwortet er. Warum k

�

onnen dieselben Vorg

�

ange sowohl in kausaler, als au
h

in funktionaler oder mathematis
her Spra
he analysiert werden? Weil dies

vers
hiedene epistemis
he Systeme sind, mit unters
hiedli
hen Filtrationen

und Fokussierungen, ist seine Antwort.

Die in der De�nition 56 de�nierten Begri�e s
heinen jedo
h ni
ht ganz

klar zu sein. Da na
h De�nition Ereignisse in vers
hiedenen Rahmen ver-

s
hiedene Ereignisse sind, bieten e
hte Varianten ni
hts Neues im Verglei
h
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zu den Varianten von Ereignissen. Der Begri� einer Variante eines Ereignis-

ses ist nun nur unter ganz bestimmten Voraussetzungen anwendbar: Es ist

eine Relation

�

uber Elementen vers
hiedener S
hirme. Es mu� daher entwe-

der ein Super{S
hirm existieren, auf dem beide (unters
hiedli
hen!) Ereig-

nisse ers
heinen, oder man mu� den

"

Ursprung in der Realit

�

at\ f

�

ur jedes

Ereignis identi�zieren k

�

onnen. Dann greifen die epistemis
hen Systeme aber

direkt auf die Realit

�

at zu und werden damit eigentli
h

�

uber


�

ussig. Um beim

Beispiel zu bleiben: Der Astronom mu� in der Lage sein, das Parkbank{

Ereignis und das Observatorium{Ereignis als Varianten aufzufassen | sonst

stehen die epistemis
hen System tats

�

a
hli
h in s
hizophrener Manier unzu-

sammenh

�

angend nebeneinander. Dazu brau
ht er entweder einen S
hirm,

auf dem beide Ereignisse sind, oder er wei� von vornherein, da� im Obser-

vatorium und auf der Parkbank dasselbe beoba
htet wurde | ein Ereignis

n

�

amli
h, und ni
ht zwei. Im ersten Fall ist es vern

�

unftig, von Anfang an

nur den Super{Super{S
hirm zu betra
hten, auf dem alle Ereignisse sind

und damit alle anderen S
hirme und epistemis
hen Systeme

�

uber


�

ussig zu

ma
hen, im zweiten Fall ist es sinnvoll, glei
h zur Bes
hreibung der Realit

�

at

�

uberzugehen. Si
her ist es ri
htig, da� ein und dasselbe Ereignis in vers
hie-

denen Theorien und empiris
hen Umst

�

anden vers
hiedene Bes
hreibungen

bekommen kann (und h

�

au�g au
h bekommt), daraus jedo
h auf vers
hie-

dene Ereignisse zu s
hlie�en, hei�t, das Kind mit dem Bade auszus
h

�

utten.

Der Punkt besteht do
h gerade darin, da� dies vers
hiedene Bes
hreibungen

desselben Ereignisses sind.

Aus diesen

�

Uberlegungen heraus ist Ur
hs' Zugang als epistemologis
her

zu bezei
hnen | die wirkli
hen Ereignisse, die n

�

amli
h die

"

Urspr

�

unge in

der Realit

�

at\ sind, werden diskussionslos und ohne Betra
htung irgendei-

ner Eigens
haft (au�er einer) vorausgesetzt, postuliert. Die einzige Eigen-

s
haft, die sie haben, besteht in der F

�

ahigkeit, auf den S
hirmen irgendwie

zu ers
heinen, und dies ist ganz klar ein in die Epistemologie geh

�

orender

Vorgang. Dabei wird no
h ni
ht einmal der Fall betra
htet, da� bestimm-

te reale Ereignisse fals
h auf bestimmten Rahmen und ri
htig auf anderen

Rahmen ers
heinen k

�

onnen: Na
h Ur
hs ist die Fahrt des Sonnengottes

�

uber

den Himmel eine Variante einer ungesteuerten Kernfusion unter bestimmten

Gravitationsbedingungen f

�

ur die Erde.

Epistemis
he Systeme, so wie Ur
hs sie versteht, weisen eine gewisse

�

Ahn-

li
hkeit mit Goodmans Welten auf. Wie bei Goodman ges
hehen, hat Ur
hs

die

"

Welt ersetzt dur
h Welten, die ni
hts als Versionen sind\ (vgl. [35℄, S.

19); was Goodman unter Gewi
htung oder Tilgung und Erg

�

anzung fa�t, hat

seine deutli
he Parallele in Ur
hs' Fokussierung und Filtration. I
h nehme
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an, da� au
h die anderen von Goodman erw

�

ahnten welterzeugenden Proze-

duren | und wahrs
heinli
h au
h alle die, die er ganz allgemein im Sinne

hatte | auf irgendeine Weise in die Weltbilderzeugung der epistemis
hen

Systeme integriert werden k

�

onnen. Es ist daher nur fair, Goodmans Replik

auf das oben erw

�

ahnte Ansinnen anzuf

�

uhren, alle Versionen au
h als Ver-

sionen einer einzigen, neutralen, zugrundeliegenden Welt anzuerkennen und

zu dieser zur

�

u
kzukehren: Er meint, diese Welt sei eine ohne Arten, ohne

Struktur, ohne Bewegung und Ruhe, eine Welt, f

�

ur oder gegen wel
he es si
h

ni
ht zu k

�

ampfen lohne (vgl. [35℄, S. 34 �.). Dieser Einwand kann von Ur
hs

ni
ht erhoben werden, da seine Ereignisse unters
heidbare

"

Urspr

�

unge in der

Realit

�

at\ haben (vgl. De�nition 56) und er keinen Zweifel daran l

�

a�t, da�

Kausalit

�

at beispielsweise eine Relation in der Realit

�

at ist, die ni
ht dur
h den

Rahmen in die Welt gebra
ht wird, sondern nur auf diesem unter bestimm-

ten Voraussetzungen ers
heint. Ur
hs w

�

urde aber si
herli
h mit Goodmans

Hinweis mitgehen k

�

onnen, da� wir | aus Gr

�

unden der Tradition, der Be-

quemli
hkeit und des Erfolgs im

�

Uberlebenskampf | geneigt sind, eine der

Welten als Grundvariante anzunehmen und die anderen als Versionen dieser

zu betra
hten (im Zweifelsfall wird si
h der verliebte Astronom wahrs
hein-

li
h wohl do
h auf sein professionelles Weltbild zur

�

u
kziehen wollen). Da

Ur
hs, im Gegensatz zu Goodman, annimmt, da� es eine zugrundeliegende,

strukturierte Realit

�

at gibt, k

�

onnen wir hier annehmen, da� dieses erw

�

ahnte

tradierte, bequeme, erfolgrei
he Weltbild genau das ist, was dieser Realit

�

at

am besten entspri
ht. Es ist unser Kenntnisstand

�

uber die Welt im weitesten

Sinne, wor

�

uber Ur
hs spri
ht, und ni
ht die Welt selbst.

Ein vorl

�

au�ges Fazit

Es ist ni
ht, wie bereits einleitend zum zweiten Kapitel betont wurde, meine

Absi
ht gewesen, die in den einzelnen Abs
hnitten vorgestellten Konzeptio-

nen gegenseitig zu wi
hten und zu werten und dem Leser eine Ents
hei-

dung zwis
hen ihnen zu erlei
htern. Einerseits gibt es | insbesondere zu

Lewis und Davidson | daf

�

ur umfangrei
he Sekund

�

arliteratur, andererseits

sind andere und wi
htige Konzeptionen ni
ht oder nur am Rande erw

�

ahnt

worden. Beides ma
ht einen Verglei
h wenig sinnvoll. Au�erdem sind die

jeweiligen Vorstellungen von Ereignissen mit ganz unters
hiedli
hen Inten-

tionen und auf vers
hiedener philosophis
her Grundlage entwi
kelt worden,

was einen Verglei
h sehr s
hwierig ma
ht. Jeder vorgestellte Entwurf hat

eindeutige St

�

arken, insgesamt wird dur
h die Auswahl der Diskussionsrah-

men abgeste
kt, in dem si
h die Ideen des ersten Kapitels bewegen und
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bew

�

ahren m

�

ussen. Das, so zeigen die beiden Kapitel, tun sie mit mindestens

dem selben Erfolg, wie die diskutierten Ereigniskonzeptionen.



Kapitel 3

Zeit

You 
an't uns
ramble eggs.

Folklore

3.1 Wel
hes sind die Probleme?

Aufgabe dieses Abs
hnittes kann es ni
ht sein, eine Theorie der Zeit zu ent-

wi
keln. Im gegebenen Zusammenhang ist Zeit nur insofern Gegenstand des

Interesses, da� sowohl Zeit (

"

fr

�

uher als\ beispielsweise) als au
h Kausalit

�

at

(

"

Ursa
he von\ beispielsweise) Ereignisse auf bestimmte Weise ordnen. Die

Art dieser Anordnung ist eine wi
htige ontologis
he Eigens
haft der Kausal-

relationen. Die allgemein verbreitete Annahme, da� Ursa
hen stets fr

�

uher

| oder s
hw

�

a
her: zumindest nie sp

�

ater | als ihre Wirkungen sind, ist

empiris
h gut abgesi
hert. Sie kann jedo
h aus vers
hiedenen Gr

�

unden in

Frage gestellt werden; und selbst wenn man si
h auf diese Position begibt,

bleibt zun

�

a
hst no
h o�en, warum Kausalrelationen eine zeitli
he Ordnung

eins
hlie�en. Es ergeben si
h folgende M

�

ogli
hkeiten f

�

ur das Verh

�

altnis von

Kausalit

�

at und Zeit:

1. Zeit und Kausalit

�

at sind de�nitoris
h voneinander abh

�

angig.

� In der De�nition der Kausalrelation wird explizit auf die zeitli
he

Ordnung von Ursa
he und Wirkung Bezug genommen.

Diese Vorgehensweise ist si
herli
h die am weitesten verbreitete:

Beide bekannten De�nitionen von Ursa
he, die Hume in [42℄ an-

gibt, beziehen si
h auf einen Gegenstand, dem ein anderer zeitli
h

folgt ; Spohn, um einen modernen Autor zu erw

�

ahnen, h

�

alt in [104℄

die Konzeption, gem

�

a� der etwas Ursa
he ist, wenn es der Wir-

kung vorausgeht und deren metaphysis
hen Rang erh

�

oht, f

�

ur die

165
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grundlegende; und so fort. Sol
he Ideen s
hlagen si
h au
h in den

entspre
henden De�nitionen wieder, wenn formale Modelle f

�

ur

Kausalrelationen oder Kausaloperatoren aufgebaut werden. Da-

mit werden glei
hzeitige Kausalit

�

at und r

�

u
kw

�

artsgeri
htete oder

in der s
hw

�

a
heren Variante nur die r

�

u
kw

�

artsgeri
htete Kau-

salit

�

at ausges
hlossen, und die Asymmetrie der Kausalrelation

bedarf keiner weiteren Erkl

�

arung mehr. Eine Analyse der Geri
h-

tetheit der Zeit mit Hilfe von kausalen Begri�en ist ni
ht mehr

m

�

ogli
h, die Frage warum Zeit- und Kausalri
htung zusammen-

fallen steht gar ni
ht.

� Bei der De�nition der Zeit wird explizit auf die Geri
htetheit der

Ursa
he{Wirkungs{Beziehung Bezug genommen.

Ein Beispiel f

�

ur diesen Zugang ist Rei
henba
hs topologis
he ko-

ordinative De�nition der Zeitordnung im Abs
hnitt 21 aus seinem

[85℄. Folgeri
htig hat er die Asymmetrie der Kausalrelation un-

abh

�

angig von der zeitli
hen Ordnung von Ursa
he und Wirkung

zu erkl

�

aren, und au
h hier sind r

�

u
kw

�

artsgeri
htete und glei
h-

zeitige Kausalit

�

at ausges
hlossen (denn dies w

�

urde s
hlie�li
h zu

We
hseln in der Zeitri
htung f

�

uhren).

2. Obwohl die De�nitionen von Zeit- beziehungsweise Kausalordnung

ni
ht explizit aufeinander Bezug nehmen, gibt es logis
he Gr

�

unde, ei-

ne oder mehrere der Varianten Ursa
he vor, glei
hzeitig oder na
h der

Wirkung auszus
hlie�en: sie w

�

urden zu Widerspr

�

u
hen f

�

uhren.

� Nur glei
hzeitiges Verursa
hen ist m

�

ogli
h, denn wenn eine zeit-

li
he L

�

u
ke (in wel
her Ri
htung au
h immer) zwis
hen Ursa
he

und Wirkung besteht, ist o�ensi
htli
h no
h ein weiteres Ereignis

n

�

otig, wel
hes das Auftreten der Ursa
he zu genau diesem Zeit-

punkt verursa
ht (vgl. dazu Brands Argumente in [3℄). Dann ist

aber das erste Ereignis zumindest ni
ht eine vollst

�

andige, alleinige

Ursa
he.

� Glei
hzeitiges Verursa
hen ist unm

�

ogli
h, denn Verursa
hen ist

an objektive Prozesse der

�

Ubertragung von Materie, Zei
hen, In-

formation oder

�

ahnli
hem gebunden, und diese k

�

onnen nur mit

einer endli
hen Ges
hwindigkeit ablaufen.

� R

�

u
kw

�

artsgeri
htete und glei
hzeitige Kausalit

�

at sind unm

�

ogli
h,

weil das, was war und ist, bereits unver

�

anderli
h ist. Au
h eine ge-

ringf

�

ugige Ver

�

anderung dessen, was �xiert und gegeben ist, f

�

uhrt

zu Paradoxen, auf die dann eingegangen wird.
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� R

�

u
kw

�

artsgeri
htete Kausalit

�

at ist unm

�

ogli
h, weil sie den Weg

zu Zeitreisen mit all den damit verbundenen Paradoxen freima
ht

und au�erdem stets das

"

bilking argument\ gegen si
h hat.

3. Zeit- und Kausalordnung sind ni
ht logis
h miteinander verbunden,

es spri
ht ni
hts gegen die logis
he M

�

ogli
hkeit, da� Ereignisse, die

voreinander, miteinander oder na
heinander statt�nden, Ursa
he und

Wirkung sind.

Diese liberale Position l

�

a�t o�ensi
htli
h zun

�

a
hst eine Frage unbeant-

wortet: Warum sind denn alle oder wenigstens die bei weitem

�

uber-

wiegende Mehrheit der Paare Ursa
he | Wirkung F

�

alle, in denen die

Ursa
he fr

�

uher ist als die Wirkung? Es sind unters
hiedli
he Antworten

auf diese Frage gegeben worden, die si
h wesentli
h in zwei Gruppen

bringen lassen:

� Es gibt etwas in der Welt, was die Ri
htung der Kausalit

�

at entlang

der Zeitri
htung erkl

�

art: Ver

�

anderungen der Ursa
hen ver

�

andern

die Wirkungen, aber ni
ht umgekehrt; nur Ereignisse, die existie-

ren, k

�

onnen wirken; . . .

� Die Geri
htetheit der Kausalbeziehung ist Resultat unseres spe-

ziellen mens
hli
hen Zugri�s auf die Welt: Unsere Wahrnehmung

und unser Wissen sind zeitunsymmetris
h (die Vergangenheit ist

prinzipiell wahrgenommen oder wi�bar, die Zukunft ni
ht); wir

handeln, um die Zukunft zu gestalten und zu ver

�

andern, ni
ht die

Vergangenheit; Handlungen als das Paradigma von Verursa
hen

sind zukunftsorientiert; . . .

Wie bereits angedeutet, sollen einige der aufgeworfenen Fragen und Proble-

me in den folgenden Abs
hnitten beantwortet werden: die M

�

ogli
hkeit von

glei
hzeitiger und r

�

u
kw

�

artsgeri
hteter Kausalit

�

at (insbesondere das

"

bil-

king argument\) und andere. Dazu kommt die Frage na
h der M

�

ogli
hkeit

des Wirkens in der Zeit. Ein drittes Thema, bisher no
h ni
ht angespro
hen,

besteht in der Rolle, die Kausalprozesse im Ablauf der Zeit selber spielen:

Ereignisse k

�

onnen das Vorkommen von anderen Ereignissen bes
hleunigen

oder verz

�

ogern. Die drei ontologis
hen Themen bez

�

ugli
h Zeit und Kausa-

lit

�

at sind also: die Ri
htung von Zeit und Verursa
hung, Verursa
hung in

der Zeit und Ver

�

anderungen in der Zeit.
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3.2 Der Zeitpfeil und der Kausalpfeil

Philosophen, die explizit jede zeitli
he Ausri
htung der Kausalit

�

at ableh-

nen, hat es s
hon sehr fr

�

uh gegeben. Diogenes von Oinoanda, ein Epikureer,

klassi�ziert in einer Auseinandersetzung mit stois
hen Ideen zur Ethik die

Ursa
hen na
h ihrer Wirkung in der Zeit: Ni
ht alle Ursa
hen w

�

urden zeitli
h

ihren Wirkungen vorausgehen, wenn das au
h meist der Fall w

�

are, sondern

ein Teil gehe zeitli
h voraus, ein Teil sei glei
hzeitig, und ein Teil w

�

urde

zeitli
h na
hfolgen (vgl. au
h f

�

ur die folgende Bemerkung [46℄, S. 440 f.).

Beispiele f

�

ur jede der Gruppen gibt er au
h an: Ursa
hen gehen voraus, so

wie die Behandlung (das

"

Brennen und S
hneiden\) der Genesung voraus-

geht; sie sind glei
hzeitig mit ihren Wirkungen, so wie Nahrungsaufnahme

und k

�

orperli
he Liebe glei
hzeitig mit der Lust sind, die sie bereiten; und

sie folgen na
h, so wie die gute Meinung sp

�

aterer Generationen

�

uber einen

Mens
hen sp

�

ater als die Freude ist, die dieser jetzt s
hon dar

�

uber emp�ndet.

Gibt es alle zeitli
hen Ri
htungen der Verursa
hung? Warum ist es mei-

stens der Fall, da� die Ursa
hen vor den Wirkungen sind?

3.2.1 Glei
hzeitiges Verursa
hen

Die Idee vom glei
hzeitigen Verursa
hen l

�

a�t si
h unters
hiedli
h streng fas-

sen, und mit den vers
hiedenen Fassungen sind au
h unters
hiedli
he Pro-

bleme verbunden. Die strengste Formulierung ist die bereits erw

�

ahnte:

* Wenn U(�; �), so folgt, da� die zeitli
hen Komponenten der Raum{

Zeit{Gebiete der Ereignisse � und � genau glei
h sind.

Der Hintergrund f

�

ur diese Idee ist eine sehr bu
hst

�

abli
he Au�assung davon,

was Ursa
he und Wirkung sind: Wenn eine Ursa
he existiert, mu� sie au
h

wirken (sonst w

�

are sie keine Ursa
he), und wenn sie aufgeh

�

ort hat zu wirken,

ist sie keine Ursa
he (mehr). S
heinbare Beispiele von Wirkungen au�erhalb

der Zeit{Region der Ursa
he sind also stets auf das Wirken einer weiteren

Ursa
he zur

�

u
kzuf

�

uhren, die | eventuell gemeinsam mit der zun

�

a
hst an-

genommenen | f

�

ur das Auftreten des Wirkungsereignisses genau in diesem

Zeitintervall verantwortli
h ist. Eine auf der Hand liegende Folge dieser Auf-

fassung ist es, da� es keinerlei zeit

�

ubergreifende Verursa
hung gibt: Zwis
hen

Ereignissen, die ni
ht im selben Zeitintervall auftreten, kann keine Kausal-

relation bestehen. Das entspri
ht aber kaum der

�

ubli
hen Art und Weise, in

der Ursa
he und Wirkung gew

�

ohnli
h verwendet werden. Besondere S
hwie-

rigkeiten verursa
hen in diesem Zusammenhang momentane Ereignisse, die

keine oder eine minimale zeitli
he Ausdehnung haben. Viele Ereignisse sind

ni
ht von dieser Art, wenn aber beispielsweise vom Beginn eines gr

�

o�eren
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Ereignisses, vom Zusammenfallen zweier Prozesse gespro
hen wird, dann

sind sol
he momentanen Ereignisse gemeint. Diese k

�

onnen na
h * nur von

eben sol
hen momentanen Ereignissen bewirkt werden und nur eben sol
he

bewirken. Beispiele wie das Na
hgeben eines Bolzen unter einer Dauerbela-

stung spre
hen gegen sol
he Vorstellungen: Der Bolzen bri
ht, weil die Kraft

bereits viele Jahre lang auf ihn wirkt.

Eine s
hw

�

a
here Formulierung, wel
he diesen Einwand ber

�

u
ksi
htigt,

kann also sein:

** Wenn U(�; �), so folgt, da� si
h die Zeit{Komponenten der Raum{

Zeit{Regionen der Ereignisse � und �

�

ubers
hneiden.

Vorstellbar sind jetzt Ereignispaare Ursa
he | Wirkung, bei denen die Ur-

sa
he auftritt, eine (sp

�

ater beginnende) Wirkung hervorruft und au�erhalb

ihrer Raum{Zeit{Region

"

weiterwirkt\ (der o�ensi
htli
h m

�

ogli
he Fall einer

r

�

u
kw

�

artsgeri
hteten Kausalit

�

at im Rahmen dieses Zugangs soll hier ni
ht

ber

�

u
ksi
htigt werden). Die s
heinbaren Vorkommen von Verursa
hung

�

uber

L

�

u
ken in der Zeit hinweg sind dann einfa
h als

"

entfernte\ Form von Kau-

salit

�

at zu erkl

�

aren: Wenn � und � Ereignisse sind, deren Zeitkomponenten

si
h ni
ht

�

ubers
hneiden, und es eine Reihe von Ereignissen �

1

, . . .�

n

gibt,

so da� U(�; �

1

), U(�

1

; �

2

), . . . , U(�

n

; �), so verursa
ht � das Ereignis �

entfernt. Sol
he Formen von Kausalit

�

at sind klar von einer Wirkung

�

uber

"

L

�

u
ken\ hinweg zu unters
heiden (vgl. dazu Gales Unters
heidung in [31℄,

S. 107, zwis
hen

"

Nahursa
hen

3

\, die einen Proze� in Gang setzen, wel
her

sp

�

ater in einer bestimmten Wirkung endet, und den

"

Fernursa
hen\, die

eine Ursa
henkette postulieren).

Mit Gegenbeispielen ist einer sol
hen Nahwirkungstheorie in der Zeit

ni
ht beizukommen. Da die mens
hli
he Erkenntnisf

�

ahigkeit stets aktuell be-

grenzt ist, kann es gute, aus einer Theorie oder aus der mens
hli
hen Hand-

lungspraxis stammende Gr

�

unde geben, entfernte Kausalit

�

at zwis
hen Ereig-

nissen anzunehmen, ohne alle oder

�

uberhaupt irgendwel
he dazwis
henlie-

gende vermittelnde Glieder der Ursa
henkette zu kennen: Der M

�

unzeinwurf

in einen Automaten ist si
herli
h Ursa
he f

�

ur die Ausgabe des Fahrs
heins,

au
h wenn der Me
hanismus dem Kunden unbekannt ist. Jedes interessante

Gegenbeispiel kann mit demselben Einwand auf prinzipieller Ebene beant-

wortet werden | der Me
hanismus ist einfa
h unbekannt, aber vorhanden.

Bei einer entspre
henden Ausstattung der entfernten Kausalit

�

at mu� sie

nat

�

urli
h ni
ht einmal notwendigerweise der transitive Abs
hlu� sein: Ni
ht

f

�

ur jede Reihe von Ereignissen �, �

1

, . . . , �

n

, �, die paarweise (unmittelbar)

kausal verbunden sind, mu� gelten, da� � und � entfernt kausal verbunden

sind.
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�

Uberlappende Zeitintervalle von Ursa
he und Wirkung sind, so kann argu-

mentiert werden, jedenfalls ni
ht in allen F

�

allen Beispiele f

�

ur bu
hst

�

abli
h

glei
hzeitige Verursa
hung. Wenn aber ni
ht jede wahre Kausalaussage iden-

tis
he Zeitkomponenten der ereignisbildenden S

�

atze voraussetzt, kann man

fragen, ob dies viellei
ht f

�

ur man
he gilt, und ob es F

�

alle ohne gemeinsame

Zeitgebiete gibt. Was also zu kl

�

aren bleibt, sind zum einen die Frage na
h

der M

�

ogli
hkeit von identis
hen Zeitkomponenten f

�

ur Ereignisse im Kau-

salzusammenhang, zum anderen die na
h der Ri
htigkeit des prinzipiellen

Zugangs: Gibt es ni
ht do
h Verursa
hungen

�

uber Zeitl

�

u
ken hinweg?

Ein einfa
hes Beispiel dient von Wright in [118℄ sowohl zur Verans
hauli-


hung von glei
hzeitiger Verursa
hung als au
h zum Deutli
hma
hen seiner

eigenen Zweifel bez

�

ugli
h

"

e
hter Beispiele\ f

�

ur diese (S. 76 �.). Der Me
ha-

nismus, den von Wright bes
hreibt, ist der folgende:

�




�

	

�




�

	

p q

Abbildung 3.1: Kn

�

opfe dr

�

u
ken mit von Wright | Jedes Dr

�

u
ken des einen

l

�

a�t den anderen Knopf ebenfalls versinken.

Die Kn

�

opfe mit den Bezei
hnungen p beziehungsweise q sind so mitein-

ander verbunden, da� jedes Herunterdr

�

u
ken des linken au
h zum Versin-

ken des re
hten Knopfes und jedes Herunterdr

�

u
ken des re
hten au
h zum

Versinken des linken Knopfes f

�

uhrt. Der Einfa
hheit halber sei sp das Ver-

sinken des linken und sq das Versinken des re
hten Knopfes. Da man das

eine

"

tun\ kann, um das andere

"

herbeizuf

�

uhren\, s
heint hier (na
h von

Wright, vgl. [118℄, S. 75) eine Kausalrelation vorzuliegen: Gesetzt den Fall,

da� der Knopf p gedr

�

u
kt wird, m

�

u�te U(sp; sq) gelten. Wenn nun aber

niemand einen Knopf absi
htli
h dr

�

u
kt, sondern ein Stein | der von nie-

mandem geworfen wurde | auf den linken Knopf f

�

allt, fragt von Wright,

w

�

urde immer no
h gelten U(sp; sq)? Eher w

�

urde man sagen, meint er, da�

das Herabfallen des Steines auf einen Knopf wegen der Art der Verbindung

beider Kn

�

opfe das Versinken beider Kn

�

opfe verursa
ht hat.

�

Ahnli
h mu�

man die Kausalverh

�

altnisse betra
hten, wenn einer der Kn

�

opfe absi
htli
h

(mit dem Finger) gedr

�

u
kt wird. Deswegen zweifelt von Wright daran, da�
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e
hte F

�

alle von glei
hzeitiger Verursa
hung gefunden werden k

�

onnen.

Es ist tats

�

a
hli
h wenig sinnvoll, das Versinken des linken Knopfes im

Beispiel als Ursa
he des Versinkens des re
hten Knopfes zu betra
hten.

Warum aber ni
ht das Dr

�

u
ken des Fingers auf den Knopf als glei
hzei-

tige Ursa
he f

�

ur das Versinken des Knopfes betra
hten? Jeder Proze� des

S
hiebens oder Ziehens ist do
h im Idealfall ein Beispiel f

�

ur glei
hzeitige

Kausalit

�

at: An der Dei
hsel ziehen verursa
ht die Bewegung des Wagens,

die Bewegung des Stiftes bewegt (au
h) seine Spitze

�

uber das Papier und so

fort. Tooley hat si
h mit sol
hen Beispielen auseinandergesetzt und au
h ei-

nige Bedingungen formuliert, unter denen S
hieben und Ziehen als Beispiele

f

�

ur glei
hzeitiges Verursa
hen dur
hgehen (vgl. [111℄, S. 207 �.): Das

�

Uber-

tragungsmedium m

�

u�te ein absolut starrer K

�

orper sein (keine Verformung

des Fingers oder des Knopfes beim Dru
k), Fl

�

a
hen m

�

u�ten ideal di
ht an-

einander liegen k

�

onnen, Li
ht bewege si
h mit unendli
her Ges
hwindigkeit

| dies sind m

�

ogli
he Kandidaten. Da sie aber in unserer Welt nunmal ni
ht

der Fall sind, bleibt die Frage na
h der logis
hen M

�

ogli
hkeit glei
hzeitiger

Verursa
hung: Sind

"

ni
htrelativistis
he\ Welten denkbar, die glei
hzeitiges

Verursa
hen zulassen? Tooley zeigt, da� es zumindest funktionierende Inter-

pretationen der Kausalverh

�

altnisse in sol
hen Welten gibt, die glei
hzeitige

Kausalit

�

at auss
hlie�en. Bevor denno
h S
hieben und Ziehen zu ihrem Re
ht

kommen werden, soll ein bereits erw

�

ahntes Beispiel betra
htet werden.

Zu Anfang des Kapitels wurde Diogenes von Oinoanda mit einer

�

Uber-

legung zitiert, na
h wel
her das Verh

�

altnis von beispielsweise Trinken und

dem Vergn

�

ugen daran ein Fall von glei
hzeitiger Verursa
hung ist (um des

Beispieles Willen sei tats

�

a
hli
h nur das Vergn

�

ugen am Trinken gemeint und

ni
ht die davor | Vorfreude | oder dana
h | Wohligkeit der S

�

attigung

oder Spa� an der Trunkenheit | statt�ndenden Vergn

�

ugen). Gesetzt, es

emp�ndet in einer konkreten Situation jemand ein sol
hes Vergn

�

ugen am

Trinken | stimmen die entspre
henden Zeitintervalle genau

�

uberein? Das

kommt darauf an, wie die Ereignisse gefa�t werden. Zum einen ist es ni
ht

ganz klar, in wel
hen zeitli
hen Grenzen die entspre
henden Token gefa�t

sind | ob das Glasanheben und -absetzen mit zum Trinken geh

�

ort oder ob

die Pausen zwis
hen dem Absetzen und wiederholten Anheben dazugeh

�

oren

oder ni
ht, ob zum Trinkvergn

�

ugen die Zeit des Na
hges
hma
ks geh

�

ort oder

ni
ht. Dies l

�

a�t si
h si
herli
h im Bedarfsfall einfa
h festlegen. Zum anderen

kann ein

�

ahnli
her Einwand wie im Falle der me
hanis
hen S
hieben{und{

Ziehen{Beispiele formuliert werden: Wenn denn das Trinken die Ursa
he des

Vergn

�

ugens sein soll, dann brau
ht der Ablauf der entspre
henden physiolo-

gis
hen Prozesse Zeit; Zeit, in wel
her Nerven reagieren, Reize weitergeleitet

werden, irgendwo dort, wo

"

Vergn

�

ugen\ entsteht, werden andere Nerven-
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zellen stimuliert und so fort. Damit dieser Einwand greift, m

�

ussen aber die

zeitli
hen Komponenten der Raum{Zeit{Regionen der Ereignistoken Trin-

ken und Vergn

�

ugen am Trinken Emp�nden sehr genau festgelegt werden, so

genau, da� praktis
h kein Unters
hied besteht (wann benetzt der S
hlu
k

die Zunge?). F

�

ur alle praktis
hen und die meisten wissens
haftli
hen Zwe
ke

hat Diogenes Re
ht : Den Genu� beim Trinken hat man beim Trinken (so-

fern man ihn hat), und er kommt vom Trinken. Ereignistoken werden h

�

au�g

nur ungef

�

ahr und im Rahmen einer bestimmten Toleranz in Raum und Zeit

lokalisiert, und da das so ist, kommt es zu glei
hzeitiger Verursa
hung. Ganz

�

ahnli
h ist es in den F

�

allen von S
hieben und Ziehen. Unsere Welt ist ni
ht

unrelativistis
h, es gibt keine absolut starren K

�

orper und kein Li
ht, was

si
h mit unendli
her Ges
hwindigkeit bewegt. Aber Ereignisse werden aus

der Welt so herausgegri�en, da� die Kausalbeziehungen so analysiert werden

k

�

onnen, als ob es si
h um absolut starre K

�

orper und momentane

�

Ubertra-

gungen von den Signalen oder Kr

�

aften handelt, um die es geht. Wenn s
hon

das Dr

�

u
ken auf Knopf p ni
ht glei
hzeitig mit seinem Versinken einhergeht

(weil der Daumen normalerweise wei
h ist), so bewegt si
h ein Nagel sofort

im wei
hen Holz, wenn er von einem s
hweren Hammer gut getro�en ist,

bewegt si
h der Wagen sofort, wenn an der Dei
hsel gezogen wird. In vie-

len F

�

allen gehen wir erfolgrei
h mit der Welt so um, als ob glei
hzeitiges

Verursa
hen vorliegen w

�

urde.

Die Frage na
h der M

�

ogli
hkeit glei
hzeitigen Beginnens von Ursa
he und

Wirkung l

�

a�t si
h jetzt au
h so formulieren (immer unter vorl

�

au�gem Aus-

s
hlu� der r

�

u
kw

�

artsgeri
hteten Kausalit

�

at): Ist es m

�

ogli
h, f

�

ur jeden Fall

praktis
hen glei
hzeitigen Beginnens von Ursa
he und Wirkung sol
he zeit-

li
hen Begrenzungen f

�

ur die Ereignistoken zu �nden, da� die Ursa
he prinzi-

piell fr

�

uher als die Wirkung beginnt? Das Verst

�

andnis von Verursa
hen als

einem materiellen Proze� in unserer Welt l

�

a�t zur Antwort

"

Ja\ tendieren.

Logis
h unm

�

ogli
h sind jedo
h F

�

alle e
hter Glei
hzeitigkeit von Ursa
he und

Wirkung ni
ht, und au
h im Rahmen der Physik gibt es Verwendungen von

Ursa
he und Wirkung, die Glei
hzeitigkeit suggerieren. Beispiel daf

�

ur sind

sogenannte permanente Ursa
hen. Gravitationskr

�

afte beispielsweise verur-

sa
hen Bewegungen der entspre
henden Massen, und solange sol
he Kr

�

afte

auftreten, werden si
h die Massen auf dur
h die Kr

�

afte bestimmte Weise be-

wegen. Allerdings begibt man si
h mit sol
hen Beispielen in eine Grauzone,

in wel
her Kausalbeziehungen und funktionale Abh

�

angigkeiten man
hmal

ni
ht mehr klar voneinander zu unters
heiden sind.

"

Fernwirkungen\

�

uber Zeitl

�

u
ken hinweg k

�

onnen sowohl als Basisrelationen

de�niert werden als au
h mit Hilfe von Kausalrelationen, die

�

uberlappende
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Raum{Zeit{Regionen verlangen. Wie erw

�

ahnt, ist das ni
ht dasselbe. E
hte

Fernwirkungen setzen voraus, da� Ursa
he{Wirkungs{Ketten diskret in der

Zeit sind, die Formel

U(�(t); �(t

0

)) �! 8t

00

t<t

00

<t

0

�
(U(�(t); 
(t

00

)) ^ U(
(t

00

); �(t

0

)))

gilt f

�

ur sol
he Fernwirkungen ni
ht.

Das methodis
he Hauptargument gegen Zeitl

�

u
ken beinhaltet einen Zir-

kel, so wie folgt ist es einfa
h ni
ht korrekt:

1. Es sei U(�(t); �(t

1

)), und t

1

sei vollst

�

andig au�erhalb von (sp

�

ater als) t.

2. Zwis
hen den Intervallen t und t

1

hat kein Ereignis stattgefunden, das

kausalen Ein
u� auf das Token �(t

1

) hat.

3. Da zu Beginn von t

1

das Ereignis �(t) s
hon ni
ht mehr vorkommt und

das Vorkommen von �(t

1

) zu Beginn von t

1

beginnt, mu� es etwas geben,

was �(t

1

) zu Beginn von t

1

hervorbringt. Das kann ni
ht �(t) sein, da es

s
hon ni
ht mehr vorkommt, und ni
hts zwis
hen den Intervallen t und

t

1

, denn dort ges
hieht ni
hts kausal relevantes.

O�ensi
htli
h beruht der letzte Punkt auf der Voraussetzung, da� � ni
ht

in der Zeit wirken kann | etwa in der Form: produziere � f

�

unf Minuten,

na
hdem � vorbei ist. Das ist aber genau die These, die bewiesen werden

soll.

Au�erhalb der physikalis
hen Theorien gibt es eine ganze Reihe von Bei-

spielen f

�

ur Fernwirkungskonzepte. Kindheitserlebnisse, die jahrelang ver-

gessen waren und keinerlei Rolle spielten, werden pl

�

otzli
h zum Ausl

�

oser

bestimmter Handlungen; erwiesene H

�

o
i
hkeiten zwis
hen Politikern, jah-

relang bedeutungslos und reine Protokollangelegenheiten, verursa
hen zum

gelegenen Zeitpunkt Diskussionen

�

uber politis
he Moral; lange ni
ht ein-

gel

�

oste Verspre
hen werden mit Erfolg eingefordert und so fort.

Verursa
hen

�

uber Zeitl

�

u
ken hinweg mit Hilfe einer Nahwirkungskausa-

lit

�

at zu de�nieren ist auf vers
hiedene Weise m

�

ogli
h; und wel
he gew

�

ahlt

wird, h

�

angt wesentli
h von den zu tre�enden Intuitionen ab. Die einfa
hste

L

�

osung | der transitive Abs
hlu� | ist mit dem

"

S
hmetterlingsproblem\

behaftet:

De�nition 57

Es sei U eine (Nahwirkungs-) Kausalrelation, und �

1

; : : : ; �

n

seien Ereigni-

stypen.

R(�; �) =

df

��

1

: : :��

n

(U(�; �

1

) ^ : : : ^ U(�

n

; �))

Bei den ri
htigen Einsetzungen f

�

uhrt eine sol
he De�nition der Fernwir-

kungskausalrelation R unter Umst

�

anden zu dem ber

�

uhmten S
hmetterling
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im Amazonasgebiet, dessen Fl

�

ugels
hlag bekanntli
h einen Wirbelsturm ir-

gendwo im S

�

uden der USA ausl

�

ost, zu einer Kausalkette also, die extrem

lang ist und si
h dabei

"

aufs
haukelt\. Das l

�

a�t si
h beheben, indem man an

die Fernwirkungsrelation zus

�

atzli
h weitere Anforderungen stellt. Ohne hier

zum intuitiven Hintergrund der folgenden De�nition Stellung zu nehmen,

sei als Beispiel eine Fernwirkungsrelation de�niert, die auss
hlie�li
h stabile

Nahwirkungsinstanzen zum Aufbau benutzt:

De�nition 58

Es seien U ; �

1

; : : : ; �

n

wie in der De�nition oben.

U

�

(�; �) =

df

��

1

U(�; �

1

)^: : :^��

i

��

i+1

U(�

i

; �

i+1

)^: : :^��

n

U(�

n

; �)

Was in dieser De�nition gefordert wird, ist ein stabiler Me
hanismus, der

immer beim Auftreten des Ursa
heereignisses auf dieselbe Weise anl

�

auft.

Da ni
ht jeder Flug eines S
hmetterlings im Amazonasgebiet St

�

urme in den

USA hervorruft, besteht hier keine Fernwirkung | selbst wenn im Einzelfall

mal eine Kausalkette si
h von einem bestimmten Token Fl

�

ugels
hlag zu ei-

nem anderen Wirbelsturm verfolgen l

�

a�t. Jedes Dr

�

u
ken eines Herds
halters

f

�

uhrt aber unter formulierbaren Bedingungen zur Erw

�

armung des Wassers

im Topf, und so liegt hier na
h der De�nition oben Fernwirkung vor. E
hte

Fernwirkungen, ohne vermittelnde Ereignisse, die kausal zwis
hen der zeit-

li
h separierten Ursa
he und Wirkung liegen, lassen si
h nat

�

urli
h ni
ht auf

Nahwirkungen zur

�

u
kf

�

uhren. Will man sol
he in der Kausaltheorie haben,

m

�

ussen sie glei
hbere
htigt mit letzteren zugelassen werden.

3.2.2 R

�

u
kw

�

artsgeri
htete Kausalit

�

at

R

�

u
kw

�

artsgeri
htete Kausalit

�

at,

"

ba
kwards 
ausation\, ist ein Lieblings-

thema f

�

ur phantastis
he Romane und Filme. Klassis
h | und ganz nahe

am glei
h zu analysierenden

"

bilking argument\ | ist die Argumentation

der K

�

onigin in

"

Ali
e im Spiegelland\:

Die K

�

onigin erkl

�

art, da� man hierzulande (hinter dem Spiegel)

r

�

u
kw

�

arts leben kann. Heute, so sagt sie in etwa, sitzt der K

�

onigs-

bote zur Strafe im Gef

�

angnis, die Geri
htsverhandlung wird ni
ht

vor n

�

a
hstem Mittwo
h statt�nden, und das Verbre
hen, f

�

ur das

er bestraft wird, begeht er nat

�

urli
h zu allerletzt. Ali
e wendet

ein, da� der K

�

onigsbote ja das Verbre
hen dann viellei
ht gar

ni
ht begeht . . .

"

Das w

�

urde wohl am allerbesten sein\, antwor-

tet die K

�

onigin. (vgl. [8℄, S. 178)
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Dabei sind bez

�

ugli
h der r

�

u
kw

�

artsgeri
hteten Kausalit

�

at (um der K

�

urze wil-

len soll sie mit einem ho
hgestellten r

�

u
kw

�

artsgeri
hteten Pfeil bezei
hnet

werden) nur wenige Fragen zu beantworten. Die erste und si
herli
h wi
htig-

ste lautet, ob es logis
he Gr

�

unde gibt, die gegen Kausalit

�

at

 

spre
hen. Kann

diese Frage verneint werden, dann mu� gekl

�

art werden, ob es empiris
he An-

zei
hen f

�

ur Kausalit

�

at

 

gibt. Wenn die Antwort auf diese Frage positiv ist,

dann sollte zwis
hen e
hten, empiris
hen Fakten und einer blo�en fa�
on de

parler unters
hieden werden. Au�erdem lohnt es si
h zu fragen, warum wir

in allt

�

agli
hen Situationen und innerhalb der meisten Kausaltheorien von

einer entlang der Zeitri
htung ausgeri
hteten Kausalrelation ausgehen.

Wie oben s
hon erw

�

ahnt wurde, gibt es in man
hen Kausaltheorien einen

de�nitoris
hen Zusammenhang zwis
hen Zeit und Kausalit

�

at, der Kausa-

lit

�

at

 

unm

�

ogli
h ma
ht. Shoham beispielsweise, der die Eigens
haften einer

Kausalrelation ausf

�

uhrli
h diskutiert, nennt den Punkt

"

da� eine Wirkung

ihrer Ursa
he ni
ht vorausgehen kann\ ausdr

�

u
kli
h

"

unumstritten\ (vgl.

[97℄, S. 153 f.). In einem sol
hen Fall, wenn die beiden Ri
htungspfeile de-

�nitoris
h aneinander gebunden sind, ist die Frage na
h der Unm

�

ogli
hkeit

von Kausalit

�

at

 

trivial beantwortet. Es gibt aber ein immer wieder erhobe-

nes Argument, was die Unm

�

ogli
hkeit von Kausalit

�

at

 

an si
h, unabh

�

angig

von De�nitionen, zeigen soll. Das sogenannte

"

bilking argument\ gibt es in

vers
hiedenen Versionen (vgl. [41℄, S. 92 f

�

ur eine | si
herli
h immer no
h

unvollst

�

andige | Liste, die meistzitierte ist si
herli
h die aus [22℄

�

uber den

tanzenden H

�

auptling), hier wird eine von Oddie vorgestellt (vgl. f

�

ur die fol-

genden Erl

�

auterungen [74℄). Der Grundgedanke besteht, wie ni
ht anders

zu erwarten, in der Annahme, da� man na
h dem Ers
heinen der Wirkung

immerhin versu
hen kann, die Ursa
he zu verhindern. Gelingt das, hat man

eine Kausalrelation ohne Relatum. Am Beispiel wird klargema
ht, wel
he

Voraussetzungen daf

�

ur gegeben sein m

�

ussen:

Es gebe eine Gruppe von Leuten, die jeden Morgen eine Wahl

zwis
hen E
lairs und Makronen zum Fr

�

uhst

�

u
k zu tre�en ha-

ben. Es sei da weiterhin eine Hellseherin, sie hei�t Kassandra,

die die Wahl dieser Leute voraussagt, und zwar indem sie deren

W

�

uns
he | bevor sie ge

�

au�ert werden | auf Zettel s
hreibt,

die in eine vers
hlossene Kiste kommen, und die erst na
h dem

Fr

�

uhst

�

u
k verlesen werden. Diese Aufgabe hat Kassandra bisher

in einer gro�en Anzahl von F

�

allen tadellos erf

�

ullt.

Bisher haben wir keinen Grund anzunehmen, da� die zuk

�

unftigen

Wahlen der Esser irgendwie auf Kassandras Vorhersage r

�

u
kwir-

ken. Dazu m

�

ussen wir mindestens folgendes auss
hlie�en:
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(i) Kassandras Vorhersage darf ni
ht die Ents
heidung der

Leute beein
ussen, die E
lairs oder Makronen zu w

�

ahlen

haben.

Beispielsweise d

�

urfen die Probanden die Voraussage ni
ht

kennen, damit sie si
h ni
ht dana
h ri
hten k

�

onnen.

Anders gesagt: Es besteht keine Kausalrelation zwis
hen

der vermuteten Wirkung und der vermuteten Ursa
he (in

Zeitri
htung).

(ii) Kassandras Vorhersage darf ni
ht gemeinsam mit der Wahl

die Wirkung einer gemeinsamen Ursa
he sein.

Beispielsweise d

�

urfen Kassandra und die Probanden ni
ht

so hypnotisiert oder unter Dru
k gesetzt sein, da� sie stets

�

ubereinstimmende Ergebnisse liefern.

Anders gesagt, die vermutete Wirkung und ihre vermu-

tete Ursa
he d

�

urfen ni
ht Epiph

�

anomene einer weiteren,

gemeinsamen also, Ursa
he sein.

(iii) Die Probanden m

�

ussen in ihrer Wahl tats

�

a
hli
h frei sein.

Beispielsweise darf es ni
ht grunds

�

atzli
h jeden Morgen nur

Makronen geben.

Anders gesagt, das vermutete Ursa
he{Ereignis darf ni
ht

notwendig sein (vgl. f

�

ur diese Bedingungen eine

�

ahnli
he

Liste in Dummetts Teil von [23℄, S. 32).

Damit ist die Beispielsituation von Oddie skizziert. Zum Argument geh

�

ort

die Voraussetzung, da� unter diesen Bedingungen jetzt davon gespro
hen

werden kann, da� die (sp

�

ater statt�ndende) Wahl zwis
hen E
lairs und Ma-

kronen die (fr

�

uher statt�ndende) Voraussage verursa
ht: Gelungene, veri�-

zierte, f

�

als
hungssi
here Hellseherei in die Zukunft ist Kausalit

�

at

 

. Nehmen

wir nun weiter an, Kassandra hat am Abend die Wahl f

�

ur eine Person mit

"

E
lairs\ vorausgesagt, am n

�

a
hsten Morgen geht diese Person hin und w

�

ahlt

Makronen.

Dem Einwand, da� eine sol
he

"

fals
he\ Wahl gar ni
ht getro�en werden

kann, kann damit begegnet werden, da� alle Probanden s
hlie�li
h frei in

ihren Ents
heidungen sein sollen. Ist es f

�

ur die betre�ende Person ni
ht mehr

m

�

ogli
h, Makronen zu w

�

ahlen, so ist seine Ents
heidung notwendig oder

aber dur
h Kassandras Voraussage determiniert. Dann handelt es si
h na
h

Voraussetzung ni
ht mehr um Verursa
hung

 

, da die Szene in den Termini

der

�

ubli
hen Verursa
hung bes
hrieben werden kann. Wenn eine sol
he Wahl

aber getro�en werden kann, dann haben wir eine

"

Wirkung\ ohne

"

Ursa
he\
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und daher ebenfalls keine Verursa
hung

 

. Also gibt es keine Kausalit

�

at

 

.

Damit ist das Argument abges
hlossen.

I
h vertrete die Ansi
ht, da� dies kein s
hl

�

ussiges Argument gegen die Kau-

salit

�

at

 

ist. I
h will an dieser Stelle ni
ht daf

�

ur argumentieren, da� es Kau-

salit

�

at

 

gibt, no
h will i
h einen Fehler im Argument zeigen (der meines

Era
htens im unkontrollierten We
hsel von der Token- auf die Typ{Ebene

und andersherum besteht). I
h werde ledigli
h zeigen, da� parallele Argu-

mente au
h gegen die Kausalit

�

at

!

geri
htet werden k

�

onnen und da� diese

somit in keiner besseren Lage ist als jene. Da jedo
h die Verfe
hter des

Argumentes oben genau wie i
h die empiris
he Existenz von Kausalit

�

at ak-

zeptieren (in wel
hem Sinne dies au
h konkret gefa�t werden mu�), d

�

urfte

das

"

bilking argument\ gegen die Kausalit

�

at

 

damit diskreditiert sein.

Die folgende Folge von Aussagen bes
hreibt die Struktur des Arguments:

(i) Die Wahl � zu t verursa
ht die Voraussage � zu t

0

.

(ii) t > t

0

.

(iii) � ist zu t

0

eingetreten.

(iv) �� ist eingetreten (� ist zu t ni
ht eingetreten).

(v) Also hat � die Voraussage � ni
ht verursa
ht.

Keine Frage, es ist tats

�

a
hli
h ein Widerspru
h vorhanden. Er entsteht, wenn

alle Aussagen als Aussagen

�

uber Ereignistoken,

�

uber konkrete und lokali-

sierte Vorkommen von Ereignissen interpretiert werden. Da wir | wie f

�

ur

jedes Pr

�

adikat | die Existenz der Relata aus der wahren Aussage

�

uber eine

Kausalrelation folgern k

�

onnen, kann das ni
htexistierende � kein irgendwie

geartetes � verursa
hen. Das Ereignis � kann nat

�

urli
h trotzdem auftreten,

und au
h die Aussage

�

uber die Zeitverh

�

altnisse von � und � spielt keine

Rolle, wie folgende beiden Beispiele zeigen:

(i') Die Bitte � zu t verursa
ht das T

�

urs
hlie�en � zu t

0

.

(ii') t

0

> t.

(iii') � ist eingetreten.

(iv') �� ist eingetreten (� ist zu t ni
ht eingetreten).

(v') Also hat � das T

�

urs
hlie�en � ni
ht verursa
ht.

Au
h hier ist ein Widerspru
h vorhanden, die Konstruktion eines Beispiels,

in wel
hem die Bitte, die T

�

ur zu s
hlie�en, Ursa
he f

�

ur das S
hlie�en der T

�

ur
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ist, ist unvereinbar mit einer Fortsetzung, in wel
her die T

�

ur ni
ht ges
hlos-

sen wird. Normalerweise w

�

urde man in einem sol
hen Fall die erste Aussage

als

"

relativ stabile\ generelle Kausalaussage interpretieren, etwa:

"

�

Ubli
her-

weise verursa
ht das Bitten, die T

�

ur zu s
hlie�en, au
h das Ereignis, da� die

T

�

ur ges
hlossen wird\. Nur gab es eben diesmal st

�

arkere Ursa
hen, die das

S
hlie�en trotz der Bitte verhindert haben (wie S
hwerh

�

origkeit, Faulheit,

Interesse, da� der Na
hbar mith

�

oren kann und andere). Dieses

�

Ubers
hrei-

ben von Wirkungen ist ni
ht ungew

�

ohnli
h, dahinter liegt eine Aussage

�

uber

ni
htstatt�ndende Verursa
hung: U(�; s�U(�; 
)). Der syntaktis
he Auf-

bau und die Interpretation sol
her Aussagen bereitet innerhalb des im er-

sten Kapitel vorges
hlagenen Zugangs

�

uberhaupt keine S
hwierigkeiten, da

Ereignistermini empiris
he Termini sind und Kausalaussagen weder logis
h

no
h analytis
h sind. Sie sind also zur Ereignisbildung zugelassen.

"

Ver-

hindern\ hei�t in diesem Sinne ni
ht, die Ni
ht{Existenz eines Ereignisses

zu verursa
hen, sondern das Ni
ht{Statt�nden der kausalen Erzeugung zu

verursa
hen. Tats

�

a
hli
h verursa
ht die Faulheit ni
ht etwa das O�ensein

der T

�

ur (die hat s
hlie�li
h jemand fr

�

uher s
hon und unabh

�

angig ge

�

o�net),

sondern da� sie trotz der Bitte o�en bleibt. Es k

�

onnte bemerkt werden,

da� die Beispiele ni
ht v

�

ollig parallel sind: Im Kausalit

�

at

!

{Fall geht es um

ein

�

Ubers
hreiben der Wirkungen, w

�

ahrend das

"

bilking argument\ f

�

ur die

Kausalit

�

at

 

ein

�

Ubers
hreiben der Ursa
he bes
hreibt (Horwi
h nennt den

entspre
henden Abs
hnitt in seinem [41℄ bezei
hnenderweise

"

Wirkungen

ihrer Ursa
hen berauben\). Aber au
h daf

�

ur gibt es eine Parallele:

(i") Das Klingeln � des We
kers zu t verursa
ht das Aufwa
hen

� zu t

0

.

(ii") t

0

> t (sehr kurz dana
h).

(iii") � ist zu t

0

eingetreten.

(iv") � ist ni
ht eingetreten (�� ist eingetreten).

(v") Also hat � das Aufwa
hen � ni
ht verursa
ht.

Nat

�

urli
h hat dieses We
kerklingeln ni
ht dieses Aufwa
hen verursa
ht, es

hat s
hlie�li
h gar ni
ht stattgefunden. Si
her hat etwas anderes im konkre-

ten Fall das Aufwa
hen zur re
hten Zeit verursa
ht, viellei
ht die Gew

�

ohnung

oder der Stra�enl

�

arm um diese Zeit. Genau so ist erste Folge von Aussagen

oben zu interpretieren: Etwas anderes hat (diesmal) Kassandras Voraussage

verursa
ht.

Damit hat die erste oben gestellte Frage eine teilweise Antwort erhalten:

Das designierte Hauptargument gegen die Kausalit

�

at

 

ist genauso brau
h-

bar oder unbrau
hbar gegen die Kausalit

�

at

!

. Es gibt meines Era
htens
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au�erhalb der de�nitoris
hen Festlegungen keine logis
hen Gr

�

unde gegen

r

�

u
kw

�

artsgeri
htete Kausalit

�

at, die intuitiven Einw

�

ande dagegen bes
hrei-

ben | wie Lewis s
hrieb | Verr

�

u
ktheiten, aber ni
ht (logis
he) Unm

�

ogli
h-

keiten. E
hte Ungereimtheiten, wie Ver

�

anderungen der Vergangenheit, kau-

sale Zirkel (
ausae sui) und so fort, k

�

onnen widerspru
hsfrei in kausalen Sy-

stemen vermieden werden, die sogar auf kontinuierli
her Zeit und auf di
hten

Ereignisstrukturen de�niert sind. So rei
ht es beispielsweise zu fordern, da�

keines der zwis
hen Wirkung und Ursa
he liegenden Ursa
he{Ereignisse der

Ursa
he eine Wirkung der Wirkung sei:

����(U

 

(�; �) �! �
(U(
; �) �! �U(�; 
)))

Grob gezei
hnet, sieht das aus wie in Bild 3.2:

u u u u u u

-

Zeit

R R

U

}

U

^

1 2 3 4 5 6

Abbildung 3.2: Verursa
hung zur

�

u
k in der Zeit: Das von 5 aus in 2 verur-

sa
hte Ereignis verursa
ht keine Ursa
hen f

�

ur das Ereignis in 5.

Da unters
hiedli
he Ereignisse zur glei
hen Zeit existieren k

�

onnen, sind

nat

�

urli
h Ereignisse zum Zeitpunkt 5 m

�

ogli
h, die Wirkungen des von 5 aus

verursa
hten Ereignisses zur Zeit 2 sind. Jedo
h wird das Ursa
he{Ereignis

selbst ni
ht von seiner Wirkung zu 2 kausal beein
u�t: Weder dur
h eine

direkte Kausalbeziehung no
h dur
h eine Kausalkette, die mit der Wirkung

zu 2 startet. Selbstverst

�

andli
h ist die (zeitli
he und kausale) Vergangenheit

in 4 eine andere als in 5. Sie unters
heiden si
h au
h darin, da� das unter 2

von 5 aus verursa
hte Ereignis in der Vergangenheit von 5 ist, aber ni
ht in

der von 4. Dies gilt allerdings au
h f

�

ur 4 selbst, in diesem Sinne ver

�

andert

si
h die Vergangenheit st

�

andig.
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I
h will, wie gesagt, ni
ht behaupten, da� sol
he F

�

alle tats

�

a
hli
h vorkom-

men, nur, da� sie ni
ht logis
h unm

�

ogli
h sind. Ist das aber so, dann ist die

Frage o�en, ob es Gr

�

unde gibt, irgendwel
he empiris
hen Zusammenh

�

ange

als F

�

alle von Kausalit

�

at

 

zu analysieren. Ein sol
her Grund, und der perfek-

te s
hle
hthin, w

�

are nat

�

urli
h das empiris
he Vorkommen von Kausalit

�

at

 

.

Es gibt aber andere: Horwi
h beispielsweise nennt im Ans
hlu� an eine kur-

ze Diskussion von Ta
hyonen und Feynmans Positronentheorie (vgl. [41℄, S.

101 �.) die innere

�

Okonomie von Theorien. Faye er

�

ortert die (physikalis
he)

M

�

ogli
hkeit von Kausalit

�

at

 

im Rahmen einer Theorie bestimmter quan-

tenme
hanis
her Objekte (vgl. [25℄, Kap. VII und VIII) und besteht letzt-

endli
h zun

�

a
hst ebenfalls nur auf der konzeptuellen, logis
hen M

�

ogli
hkeit.

In [26℄, seine Argumente fortsetzend, �ndet er bereits m

�

ogli
he Instanzen

f

�

ur Kausalit

�

at

 

: Zeitri
htung und die Ri
htung der Kausalit

�

at sind un-

abh

�

angig, Kausalit

�

at ist mit der

�

Ubertragung positiver Energie verbunden

| und die kann in die Zukunft und in die Vergangenheit geri
htet sein. Da-

mit ist Kausalit

�

at

 

mit Teil
hen negativer Energie verbunden, deren Tra-

jektorien in die Zukunft geri
htet sind. Ob es sol
he Entit

�

aten gibt, ist ni
ht

ents
hieden. Es mag also Gr

�

unde geben, die f

�

ur das explizite Zulassen von

F

�

allen von r

�

u
kw

�

artsgeri
hteter Kausalit

�

at spre
hen, dann kann man dies

| bei entspre
hender Pr

�

azision der De�nitionen | au
h widerspru
hsfrei

tun. Dagegen spri
ht eindeutig der Fakt, da� wir es au�erhalb der forma-

lisierten wissens
haftli
hen Theorien nie mit Kausalit

�

at

 

zu tun haben |

sie kommt einfa
h ni
ht vor.

Die Ordnung der Relata in Kausalrelationen entspre
hend der Zeitri
htung

hat au�erdem den Vorteil, da� si
h allein dadur
h bereits bestimmte An-

forderungen an eine Kausalrelation erf

�

ullen lassen. Perzanowski spri
ht (in

[76℄, S. 171 �.) nur explizit aus, was in anderen Konzeptionen implizit ange-

nommen wird: Kausale Priorit

�

at ist homomorph bez

�

ugli
h der der Relation

fr

�

uher als, dies ist das Hauptargument f

�

ur die grunds

�

atzli
he Charakteri-

sierung der Kausalit

�

at als einer strengen teilweisen Ordnung. Die damit

verbundenen intuitiven Anforderungen an Kausalrelationen lassen si
h in

folgendem Postulat zusammenfassen:

Postulat 13

(i) Kein Ereignis ist (direkte) Ursa
he seiner selbst (Irre
exivit

�

at von U).

(ii) Kein Ereignis ist (direkte) Ursa
he seiner eigenen Ursa
he (Asymme-

trie von U).

(iii) Kein Ereignis ist

�

uber andere Ereignisse vermittelte Ursa
he seiner

selbst (Zirkelfreiheit von U).
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Damit sollen folgende Strukturen ausges
hlossen werden:

u

u

u

u u

�

	

℄

-

/

u

Abbildung 3.3: Verbotene Strukturen: Ni
hts ist Ursa
he seiner selbst im

weitesten Sinne.

Strenge zeitli
he Ordnung (mit

"

fr

�

uher als\ | <) ist irre
exiv, transitiv

(damit au
h asymmetris
h) und konnex, und eine entspre
hende Abbildung

einer Kausalkette auf diese zeitli
he Ordnung garantiert die G

�

ultigkeit von

(i){(iii). F

�

ur die Abbildung von Ereignissen auf Zeitpunkte ist dies ganz

einfa
h: Jedes Ereignis bekommt eindeutig einen Punkt auf der linear ge-

ordneten Menge der Zeitpunkte Z zuges
hrieben, so da� gilt:

Postulat 14

Wenn �! t, � ! t

0

und U(�; �), so t < t

0

.

Dieses Postulat ma
ht Strukturen wie in Bild 3.3 unm

�

ogli
h, da es keine

eindeutigen Zus
hreibungen f

�

ur die dur
h die Knoten repr

�

asentierten Er-

eignisse gibt, die dem Postulat gen

�

ugen w

�

urden (es bleiben nur no
h die

homomorphen Abbildungen

�

ubrig).

Wie ist das mit Intervallen? Zwei Punkte lassen nur drei zeitli
he Grundre-

lationen zu: t < t

0

, t = t

0

, t > t

0

. F

�

ur zwei Intervalle gibt es dreizehn (vgl.

Abbildung 3.4 auf Seite 182).

Wel
he Bedingungen k

�

onnen f

�

ur die Abbildung von Ereignissen auf Inter-

valle formuliert werden? Wenn t das dem Ursa
he{Ereignis entspre
hende

Intervall sein soll und t

0

also das f

�

ur das Wirkungs{Ereignis und die kausa-

le Ordnung allein dur
h die Zeit festgelegt werden soll, dann f

�

allt I

0

0

wegen

der Irre
exivit

�

at aus der Diskussion. Au�erdem mu� o�enbar ausges
hlossen

werden, da� oben{indexierte und unten{indexierte Relationen glei
hzeitig

als ordnende auftreten, denn dies w

�

urde zu F

�

allen wie in Bild 3.3 f

�

uhren

k

�

onnen. Allerdings ist au
h klar, da� sowohl oben{indexierte (r

�

u
kw

�

arts

geri
htete) Relationen als au
h unten{indexierte Kausalrelationen ordnen

k

�

onnen. F

�

ur eines mu� man si
h jedo
h ents
heiden, und aus empiris
hen
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t

t

0

t

t

0

t

t

0

t

t

0

t

t

0

t

t

0

I

1

I

2

I

3

I

4

I

1

I

2

I

3

I

4

I

5

I

0

0

I

5

t

t

0

I

6
I

6

Abbildung 3.4: Relationen

�

uber Intervallen. Die glei
hen unteren und oberen

Indizes entspre
hen inversen Relationen.

Gr

�

unden fallen damit die oben{indexierten Relationen heraus. Die Relation

I

2

wird, wie oben erw

�

ahnt, h

�

au�g deswegen ausges
hlossen, weil man Verur-

sa
hen als empiris
hen Proze� au�a�t, der wegen der Ni
htexistenz absolut

starrer K

�

orper, der Endli
hkeit der Li
htges
hwindigkeit und so fort zumin-

dest einen Bru
hteil an Zeitdi�erenz zwis
hen dem Beginn der Ursa
he und

dem Beginn der Wirkung voraussetzt. In dieser Beziehung sind I

2

und I

2

au
h gar ni
ht vers
hieden | es ist ni
ht einzusehen, warum das eine zum

Ordnen verwendet werden kann und das andere ni
ht. Die verbleibenden

Relationen aus Bild 3.4 haben gemeinsam, da� der Anfangspunkt des Inter-

valls t vor dem des Intervalls t

0

liegt. Da si
h au
h f

�

ur jede dieser Relationen

Beispiele �nden lassen, in denen kausal verkn

�

upfte Ereignisse in genau die-

sen Relationen zueinander stehen, l

�

a�t si
h der Gedanke, da� die ordnende

Relation I

1

, I

3

, I

4

, I

5

oder I

6

ist, folgenderma�en ausdr

�

u
ken:

Postulat 15

Wenn �! t, � ! t

0

und U(�; �), so t

a

< t

0

a

, wobei t

a

und t

0

a

die Anfangs-

punkte der entspre
henden Intervalle sind.

Mit diesem Postulat sind alle F

�

alle von Selbstverursa
hung ausges
hlossen,

aber au
h glei
hzeitiges Verursa
hen und alle F

�

alle von Kausalit

�

at

 

. Die

Kausalrelation ist automatis
h irre
exiv und antisymmetris
h, und ihr tran-

sitiver Abs
hlu� ist eine partielle Ordnung. Dies ma
ht die Attraktivit

�

at des
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Postulates 15 aus, und deshalb ist es o�en oder verste
kt Teil so vieler Kon-

zeptionen von Kausalit

�

at.

3.3 Die Wahrheit in der Zeit

3.3.1 Die Existenz von Ereignissen: ewig oder 


�

u
htig?

Im ersten Kapitel wurde eine De�nition f

�

ur die Existenz der Ereignisse vor-

ges
hlagen, die auf der Wahrheit der konstituierenden S

�

atze beruht. Die

De�nition 19 lautete:

1. Ein Token existiert genau dann, wenn der ereigniskonsti-

tuierende Satz wahr ist.

2. Ein Typ � existiert genau dann, wenn es ein existierendes

Token � gibt, so da� gilt: t

�

� * t

�

�.

Betra
hten wir einfa
he pr

�

adikative universale und singul

�

are S

�

atze, wie bei-

spielsweise

"

Caesar

�

ubers
hreitet den Rubi
on (an einer bestimmten Stelle,

zur Zeit t)\. F

�

ur sol
he S

�

atze P (v

1

; : : : ; v

n

) l

�

a�t si
h die De�nition folgen-

derma�en zu einem kleinen Satz umformulieren:

Satz 18 (WM1)

P (v

1

; : : : ; v

n

) ` E(sP (v

1

; : : : ; v

n

))

E(sP (v

1

; : : : ; v

n

)) ` P (v

1

; : : : ; v

n

).

Wie s
hon erw

�

ahnt, sind Ereignisse in diesem Sinne Wahrma
her. Ohne

eine weitere Diskussion zur Existenzbelastung (vgl. dazu beispielsweise die

entspre
henden Abs
hnitte in [119℄) soll hier festgelegt werden, da� ebenfalls

gilt:

Postulat 16 (WM2)

P (v

1

; : : : ; v

n

) ` E(v

1

) ^ : : : ^ E(v

n

).

Das Postulat besagt, da�

�

uber ni
htexistierende Objekte keine wahren ato-

maren pr

�

adikativen Aussagen getro�en werden k

�

onnen (und gilt ganz ge-

nauso f

�

ur negative atomare Aussagen, wie sie beispielsweise in der ni
httra-

ditionellen Pr

�

adikationstheorie zugelassen sind). Mit WM1 allein und inter-

agierend mit WM2 sind einige Probleme verbunden, die in diesem Abs
hnitt

diskutiert werden sollen.

(i) S

�

atze wie der oben aufgef

�

uhrte haben zeitlose Wahrheitsbedingungen

(vgl. [28℄, S. 18 �.), das hei�t, der Satz ist wahr (wenn er denn wahr
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ist) unabh

�

angig von den zeitli
hen Bedingungen seiner

�

Au�erung. Im

Unters
hied zu

"

Caesar wird den Rubi
on

�

uberqueren\, wel
her vor

der

�

Uberquerung wahr, w

�

ahrend und na
h dieser fals
h ist, ist der Satz

mit dem expliziten Zeitbezug vor, w

�

ahrend und na
h der

�

Uberquerung

wahr. Damit existiert das entspre
hende Ereignis, und zwar bevor,

w

�

ahrend und na
hdem es vorkommt. Das f

�

uhrt zum wohlbekannten

Fatalismus{Argument:

Wenn die Aussage A

�

uber ein sp

�

ateres Ereignis heute s
hon wahr ist,

dann sind die heutigen Versu
he, sA herbeizuf

�

uhren (zu verhindern),

sinnlos (erfolglos) | und entspre
hend f

�

ur fals
he Aussagen. Also ist

jede Handlung

�

uber


�

ussig oder erfolglos.

(ii) Es ist ni
ht klar, wie si
h das Ereignis, da� Caesar den Rubi
on

�

uber-

s
hreiten wird, von dem Ereignis unters
heidet, da� er den Rubi
on

�

ubers
hritten hat. Erzwingen grammatis
he Zeitformen vers
hiedene

Ereignisse?

(iii) Na
h WM1 und WM2 folgt aus der Existenz der Ereignisse die Exi-

stenz der Dinge,

�

uber die in den ereigniskonstituierenden S

�

atzen ge-

spro
hen wird. Das widerspri
ht aber der Intuition: Wenn man si
h

s
hon mit einiger M

�

uhe auf die abstrakte und zeitlose Existenz der

�

Uberquerung des Rubi
on dur
h Caesar einlassen kann, ist es ni
ht

mehr zu tolerieren, da� Caesar und der Rubi
on zeitlos existieren. Es

ist s
hon m

�

ogli
h, einen sol
hen Existenzbegri� zu verwenden | je-

do
h ni
ht mehr im Einklang mit dem intuitiv verwendeten in den

Wissens
hafts- und Umgangsspra
hen.

In [51℄ wird vorges
hlagen, sol
he Probleme dur
h die Verwendung von Zeit-

parametern in S

�

atzen

�

uber Existenz und Wahrheit zu l

�

osen. Ein entspre-


hendes Existenzpr

�

adikat | das Vorkommen | steht dur
haus bereits zur

Verf

�

ugung, hier wird aber ein etwas anderer Weg bes
hritten.

Betra
hten wir no
hmals WM1 und WM2. Sei T ein eliminierbares, rekur-

siv de�niertes Wahrheitspr

�

adikat

�

uber S

�

atzen. Die Wahrheit eines Satzes A

wird in der Form T (t

�

A) ausgedr

�

u
kt, wobei | wie s
hon oben | t

�

A ein

Name der Aussage A ist. Die Behauptungen WM1 und WM2 sehen dann,

nun unter Ber

�

u
ksi
htigung der Zeitkoordinate f

�

ur den Satz P (v

1

; : : : ; v

n

),

folgenderma�en aus:

(i) T (t

�

P (v

1

; : : : ; v

n

)(t)) ` E(sP (v

1

; : : : ; v

n

)(t))

(ii) E(sP (v

1

; : : : ; v

n

)(t)) ` T (t

�

P (v

1

; : : : ; v

n

)(t))

(iii) T (t

�

P (v

1

; : : : ; v

n

)(t)) ` E(v

1

)(t) ^ : : : ^ E(v

n

)(t).
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Immer no
h gilt, da� aus

"

ewiger Wahrheit\, wie sie in (i){(iii) vorkommt,

"

ewige Existenz\ folgt. Wahrheit (von Aussagen) und Existenz (von empiri-

s
hen Dingen und Ereignissen) k

�

onnen aber ohne S
hwierigkeiten als empi-

ris
he S

�

atze bildend aufgefa�t werden, Aussagen und Ereignisse sind s
hlie�-

li
h au
h empiris
he Entit

�

aten. Dann ist es naheliegend, S

�

atze mit diesen

Pr

�

adikaten als lokal aufzufassen, solange ni
ht eine zeitli
he (und au
h r

�

aum-

li
he, aber die interessiert im gegebenen Zusammenhang ni
ht) Koordinate

explizit erw

�

ahnt wird. Die stills
hweigende Generalisierung der entspre
hen-

den Variablen, die dem intuitiven Verst

�

andnis von

"

ewiger Wahrheit\ und

"

ewiger Existenz\ zugrunde liegt, ist ja ni
ht die einzige M

�

ogli
hkeit | und

no
h ni
ht einmal die n

�

a
hstbeste, wie die Probleme oben zeigen. Erlauben

wir also, da� ein Satz zu einer Zeit wahr, zu einer anderen ni
ht wahr ist, da�

ein Ereignis zu einer Zeit existiert, zu einer anderen Zeit ni
ht. Es entstehen

dabei syntaktis
he Gebilde wie T (t

�

A)(t), wobei der Satz A selbst auf ein

Zeitgebiet Bezug nimmt, das unter Umst

�

anden von t vers
hieden ist. WM1

und WM2 nehmen dann | als minimale Forderungen | folgende Form an:

(i') T (t

�

P (v

1

; : : : ; v

n

)(t))(t

0

) ` E(sP (v

1

; : : : ; v

n

)(t))(t

0

)

(ii') E(sP (v

1

; : : : ; v

n

)(t))(t

0

) ` T (t

�

P (v

1

; : : : ; v

n

)(t))(t

0

)

(iii') T (t

�

P (v

1

; : : : ; v

n

)(t))(t

0

) ` E(v

1

)(t)(t

0

) ^ : : : ^ E(v

n

)(t)(t

0

).

Wahrheit zu einer bestimmten Zeit impliziert nunmehr zun

�

a
hst die Exi-

stenz der Wahrma
her als au
h die der Subjekte zu dieser bestimmten Zeit.

Diese Festlegungen WM

0

sind no
h ni
ht hinrei
hend, um ein einigerma�en

umfassendes Verst

�

andnis der Beziehungen zwis
hen Wahrheit, Existenz und

Zeit zu explizieren. Bevor dazu Vors
hl

�

age gema
ht werden, sollen hier die

grammatis
hen Zeitformen kurz betra
htet werden.

Ein Exkurs: Grammatis
he Zeiten

Es gab, da sind si
h die Historiker einig, ein wi
htiges historis
hes Ereig-

nis, das das

�

Ubers
hreiten des Rubi
on dur
h Caesar war (au
h wenn er

ihn viellei
ht h

�

au�ger

�

ubers
hritten hat, wird mit der Bezei
hnung dieser

eine Vorfall benannt, der ein Wendepunkt in der r

�

omis
hen Ges
hi
hte wur-

de |

"

Die W

�

urfel sind gefallen!\). Dieses Ereignis kann von vers
hiedenen

zeitli
hen Perspektiven aus gesehen werden:

(i) Caesar

�

ubers
hritt den Rubi
on.

(ii) Caesar

�

ubers
hreitet den Rubi
on.

(iii) Caesar wird den Rubi
on

�

ubers
hreiten.
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Damit si
h alle drei S

�

atze auf denselben Vorfall beziehen k

�

onnen, mu� ihnen

etwas gemein sein. Dies kann nur der Fakt sein, da� Caesar tats

�

a
hli
h zu der

bestimmten Zeit genau an dieser bestimmten Stelle des Flusses den Rubi
on

�

ubers
hritten hat. In der oben vorges
hlagenen Notation ist das ganz einfa
h

auszudr

�

u
ken:

(i') T (t

�

P (v

1

; v

2

)(t))(t

0

) ^ t < t

0

(ii') T (t

�

P (v

1

; v

2

)(t))(t

0

) ^ t = t

0

(iii') T (t

�

P (v

1

; v

2

)(t))(t

0

) ^ t

0

< t

Dazu ist zweierlei zu bemerken. Die Relationen

�

uber den t sind Relationen

�

uber Zeitpunkten, es ist aber ni
ht s
hwierig, entspre
hende Formulierun-

gen f

�

ur Intervalle zu �nden. Beispielsweise ist es f

�

ur den Pr

�

asens{Fall (ii')

m

�

ogli
h, neben der Relation I

0

0

au�erdem au
h I

2

, I

3

und I

6

aus Bild 3.4

auf Seite 182 zu verwenden (das hei�t, t v t

0

). Weiterhin ist es m

�

ogli
h,

die von Jespersen und Rei
henba
h (vgl. [43℄, [83℄ und insbesondere f

�

ur ei-

ne Analyse [37℄) vorges
hlagene Drei{Punkt{Struktur der grammatis
hen

Zeiten zu implementieren. S

�

atze erhalten ihre grammatis
hen Zeiten dann

entlang einer dur
h drei Punkte quali�zierten Zeita
hse: dur
h den

�

Au�e-

rungspunkt S, den Ereignispunkt E und den Referenzpunkt R. Damit ist die

Analyse komplizierterer Zeitformen als der einfa
hen Vergangenheit, Gegen-

wart und Zukunft m

�

ogli
h. So wird ein Satz in der vollendeten Zukunft in

der folgenden Struktur expliziert:

-

S E R

Caesar wird den Rubi
on

�

ubers
hritten haben.

Zeit

Abbildung 3.5: Das Beispiel Futur II: Zum

�

Au�erungspunkt S wird mit dem

Referenzpunkt R auf den Ereignispunkt E Bezug genommen.

Es sei A(t

e

) der Satz mit dem Ereignispunkt t

e

, dann ist der entspre-


hende Satz in der vollendeten Zukunft (fp{indexiert) zum (fr

�

uheren)

�

Au�e-

rungspunkt t

s

wahr, wenn es einen (sp

�

ateren) Referenzpunkt t

r

gibt, an dem

der Satz in der Vergangenheit (sp{indexiert) wahr ist:

T (A

fp

(t

e

))(t

s

) =

df

t

s

< t

e

^ 9l

r

(T (A

sp

(t

e

))(l

r

) ^ t

e

< l

r

):

Der Satz in der einfa
hen Vergangenheit l

�

a�t si
h wie in (i') oben analy-

sieren, so da� es si
h bei den vers
hiedenen Zeitformen glei
her S

�

atze um
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Behauptungen

�

uber ein und das selbe Ereignis und vers
hiedene Relationen

der Punkte S, E und R handelt.

Bei diesem Zugang ist die vollendete Zukunft tats

�

a
hli
h vollendet : Aus

der Wahrheit eines Satzes in dieser Zeitform folgt sowohl die Existenz des

Ereignisses zum Ereignispunkt (das kann man als die Faktivit

�

at der vollen-

deten Zukunft bezei
hnen) als au
h zum

�

Au�erungspunkt (das hei�t, die

Zukunft ist in dieser Beziehung �x ), als au
h zum Referenzpunkt (und da-

mit au
h das Fix{Sein einer no
h sp

�

ateren Zukunft in dieser Beziehung).

Die anderen Zeitformen lassen si
h auf ebensol
he Weise analysieren.

3.3.2 Die Best

�

andigkeit der Wahrheit

Wir haben alle bestimmte und unter Umst

�

anden vers
hiedene Vorurteile

dar

�

uber, was von dem, was wir ni
ht unmittelbar wissen k

�

onnen, wahr ist.

Obwohl Caesar ni
ht mehr existiert, werden si
her viele Mens
hen darin

�

ubereinstimmen, da� der Satz

"

Caeser

�

ubers
hitt (zu dieser bestimmten

Zeit, an jener Stelle) den Rubi
on\ wahr ist. Normalerweise spri
ht man

von einer �xen, abges
hlossenen Vergangenheit | was einmal wahr war,

bleibt wahr, was ges
hehen ist, l

�

a�t si
h ni
ht unges
hehen ma
hen. Ist So-

krates sterbli
h? Nun, da er es war, sind wir geneigt, die Frage mit

"

Ja\

zu beantworten. Das ist ni
ht die einzige m

�

ogli
he Vorstellung von Ver-

gangenheit. Es ist ni
ht s
hwierig, si
h mit Ur
hs (na
h einer Idee von

 Lukasiewi
z) eine vers
hwindende Vergangenheit vorzustellen, die sozusa-

gen nur solange existiert, solange ihre Auswirkungen no
h sp

�

urbar sind.

Na
h dieser Idee ist der Satz

"

Caesars re
hter Fu� s
hmerzte beim

�

Uber-

gang

�

uber den Rubi
on\, falls er denn damals wahr war, heute ni
ht mehr

wahr, und das entspre
hende Ereignis ist ni
ht Teil der existierenden Ver-

gangenheit. Dieser Teil der Vergangenheit ist genauso o�en wie gro�e Teile

der Zukunft, weil es ni
hts mehr gibt, was Wirkung dieses Ereignisses ist

(vgl. [114℄, S. 198 �.). O�ene Zukunft und vers
hwindende Vergangenheit

implizieren eine glei
hbere
htigte Behandlung von Zukunft und Vergangen-

heit, die aber in der Formulierung von Ur
hs und  Lukasiewi
z voraussetzt,

da� gilt: �8l8l

0

����(E(�(l

0

))^ l < l

0

�! U(�(l); �)). Das ist dur
haus mit

dem Satz, da� jedes Ereignis eine Ursa
he hat, vereinbar, Ur
hs errei
ht das

dur
h eine ni
ht{transitive Kausalrelation,  Lukasiewi
z dur
h seine ber

�

uhm-

te Konstruktion der unendli
h langen, aber zeitli
h bes
hr

�

ankten Ursa
hen-

ketten (vgl. [60℄). Man kann diese Konzeption weiter bis zu einem Punkt

treiben, an dem nur die S

�

atze wahr sind, die si
h auf einen kurzen Moment

um das

"

Jetzt\ herum beziehen.

Eine glei
herma�en glei
hbere
htigte Behandlung von zuk

�

unftigen und
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vergangenen Ereignissen wird errei
ht, wenn sowohl die Vergangenheit als

au
h die Zukunft f

�

ur permanent existent gehalten werden. Die Zukunft ist

da, wie das Ende eines laufenden Films, und da� wir das Ende ni
ht ken-

nen, liegt an unseren speziellen mens
hli
hen Zugri�sm

�

ogli
hkeiten auf die

Realit

�

at. Der Regisseur und die S
hauspieler kennen das Ende nat

�

urli
h,

und genau wie es im Film unauswei
hli
h ist, ist es au
h in der Realit

�

at.

Diese Konzeption liegt dem oben bereits erw

�

ahnten fatalistis
hen Argument

zugrunde.

�

Ubli
herweise bevorzugen Mens
hen eine andere Alternative: Wir be-

handeln Zukunft und Vergangenheit ni
ht glei
hbere
htigt. Intuitiv sind wir

immer geneigt, eine �xe Vergangenheit und eine prinzipiell o�ene Zukunft

anzunehmen. Teile der Zukunft sind si
herli
h au
h �xiert: So werden wir

alle sterben, und falls si
h zwei Fahrzeuge mit hoher Ges
hwindigkeit ent-

gegenkommen und nur no
h einen sehr kurzen Abstand voneinander haben,

dann werden sie unweigerli
h zusammenprallen.

Sol
he Konzeptionen lassen si
h modellieren, indem man die Bedingun-

gen f

�

ur die Propagierung der Wahrheit

�

uber die Zeit hinweg festlegt. Wel
he

der folgenden Alternativen (die si
h ni
ht in jedem Falle gegenseitig aus-

s
hlie�en) tats

�

a
hli
h gew

�

ahlt wird, ist keine logis
he Frage. Die Antwort

h

�

angt davon ab, wel
he Vorstellung

�

uber Vergangenheit und Zukunft mo-

delliert werden soll. I
h werde hier f

�

ur keine argumentieren, bekenne aber,

da� mir eine moderate Form des Aktualismus am sympatis
hsten ers
heint.

De�nition 59

(i) Die ges
hlossene Vergangenheit:

8l8l

0

(T (t

�

A)(l) ^ l < l

0

�! T (t

�

A)(l

0

)),

wobei A ein Satzs
hema der entspre
henden Art ist.

(ii) Die o�ene Zukunft mit ges
hlossener Vergangenheit:

8l8l

0

(T (t

�

A)(l) ^ l < l

0

�! T (t

�

A)(l

0

)), wobei A ein Satzs
hema der

entspre
henden Art ist und f

�

ur ni
htanalytis
he A gilt: 9l�T (t

�

A)(l).

(iii) Der Fatalismus: 9lT (t

�

A)(l) �! 8lT (t

�

A)(l).

(iv) Der Aktualismus (f

�

ur ni
ht{analytis
he S

�

atze):

9lT (t

�

A)(l) �!

�! 9l

1

9l

2

8l

3

((l

3

< l

1

�! �T (t

�

A)(l

3

))^(l

2

< l

3

�! �T (t

�

A)(l

3

))).

Der Aktualismus behauptet, da� fr

�

uher oder sp

�

ater alle ni
ht{analyti-

s
hen S

�

atze ni
ht mehr als wahr behauptet werden k

�

onnen und diese

au
h ni
ht immer wahr waren. Nat

�

urli
h liegen die Grenzen um das

Zeitgebiet herum, auf das si
h A bezieht | wie weit jedo
h, da� h

�

angt

von den Umst

�

anden und dem Satz selber ab.
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Nun ist es m

�

ogli
h, eine weitere, andere De�nition als die in Abs
hnitt

1.5.4 f

�

ur vergangene und zuk

�

unftige Ereignisse zu geben. Vergangen zu sein

und zuk

�

unftig zu sein sind zweistellige Pr

�

adikate

�

uber Ereignissen und Zeit-

regionen:

De�nition 60

Das Ereignis �(t) ist vergangen zu t

0

, wenn �(t) zu t

0

existiert und t < t

0

.

Das Ereignis �(t) ist zuk

�

unftig zu t

0

, wenn �(t) zu t

0

existiert und t > t

0

.

Der Unters
hied zur Behandlung im erw

�

ahnten Abs
hnitt besteht darin, da�

die dortigen k

�

unftigen und vergangenen Ereignisse Fiktionen (eine Art von

Ereignissen) sind, w

�

ahrend hier nur existierende Ereignisse die entspre
hen-

den Eigens
haften haben k

�

onnen.

3.4 Der Zeitpunkt des Mordes

Der folgende Abs
hnitt bes
h

�

aftigt si
h mit den seltsamen zeitli
hen Loka-

lisierungen, die Ereignisse haben k

�

onnen. Zuerst soll die Frage beantwortet

werden, wann Ereignisse wie das Ermorden eines Opfers statt�nden, wenn

das Opfer na
h dem S
hu� oder dem Sti
h no
h eine Weile lebt. Die Frage

s
heint parallel zu zwei der oben bespro
henen zu sein: Das Verwitwen von

Xanthippe �ndet dort statt, wurde vorges
hlagen, wo Xanthippe ist und

wo Sokrates ist. Indem{Ausdr

�

u
ke generieren Identit

�

at, so da� das Auf{

Caesar{Einste
hen au
h das Caesar{Ermorden ist. Allerdings kann das zu

Problemen f

�

uhren, denn das Einste
hen fand an einer Stelle und zu einer

Zeit statt, Caesars Ermordung aber s
hlie�t seinen Tod mit ein | und der

sei, um des Beispiels Willen, einige Stunden sp

�

ater in einem anderen Raum

ges
hehen. Dieser Frage soll zuerst na
hgegangen werden. Die zweite Frage

ist die, ob dieselben Ereignisse au
h zu einem anderen Zeitpunkt statt�nden

k

�

onnen. W

�

are es dasselbe Winken gewesen, wenn i
h Bru
hteile von Sekun-

den, oder eine Minute fr

�

uher oder sp

�

ater gewinkt h

�

atte? Oder, um es auf

den Punkt zu bringen, kann die Fr

�

uhjahrsm

�

udigkeit im Sommer kommen?

3.4.1 Wann ges
hieht ein Mord?

Betra
hten wir ein Beispiel:

Mary hat Adam ermordet, indem sie auf ihn s
ho�. Mary hat

ni
hts mehr getan, als auf ihn zu s
hie�en, um ihn zu t

�

oten |

mehr ist ni
ht ges
hehen. Jeder, der Mary s
hie�en sah, kann

sp

�

ater behaupten, er habe sie Adam ermorden sehen. Marys
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S
hie�en war ein Verbre
hen, ihr Mord an Adam au
h. Es ist

ganz klar, da� nur ein, und ni
ht etwa zwei, Verbre
hen stattge-

funden hat.

T

�

oten erfordert aber Zeit: Zwis
hen Marys S
hu� und Adams

Tod sind Stunden vergangen, selbst wenn sofort na
h dem S
hu�

bereits v

�

ollig unauswei
hli
h Adams Tod feststeht. Kann man

wirkli
h behaupten, da� Mary Adam zu dem Zeitpunkt ermordet

hat, an dem sie auf ihn s
ho�? S
hlie�li
h war da Adam no
h

ni
ht tot. (vgl. f

�

ur das Beispiel [110℄)

Die Situation kann von zwei Punkten aus analysiert werden:

-

t

t

1

t

0

t

2
Zeit

Mary s
hie�t

Adam stirbt

Abbildung 3.6: Mary s
hie�t auf Adam, der stirbt, aber ni
ht glei
h. Wann

hat Mary Adam ermordet?

Es gibt zu t

1

ganz o�enbar S

�

atze, die auf Marys S
hie�en zutre�en, jedo
h

ni
ht auf ihren Mord an Adam:

1. Marys S
hie�en (auf Adam) ist vorgekommen

ist wahr,

2. Marys Ermorden (von Adam) ist vorgekommen

jedo
h ni
ht. Man kann tats

�

a
hli
h ni
ht existenzbelastet von Adams Er-

mordung spre
hen, bevor Adam

�

uberhaupt tot ist. In letzter Konsequenz

m

�

u�te man sonst erlauben, zu t

1

wahrheitsgem

�

a�

"

Du bist tot\ zu Adam zu

sagen. In [110℄ wird das der

"

Hollywood{Gebrau
h von Spra
he\ genannt.

Allerdings gibt es au
h zu t

2

S

�

atze, die zumindest seltsam klingen:

1. Se
hsunddrei�ig Stunden na
h Marys S
hie�en ist Adam gestorben

klingt normal,

2. Se
hsunddrei�ig Stunden na
h seiner Ermordung ist Adam gestorben

klingt ni
ht

�

ubli
h. Thomson, von der die Aufgabenstellung und das Bei-

spiel stammen, kommt glei
h zu zwei S
hlu�folgerungen. Die erste ist, da�
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�

uber kein Gebiet, wel
hes ni
ht mindestens das Intervall S von t na
h t

0

ein-

s
hlie�t, gesagt werden kann, da� Mary in ihm Adam ermordet. Die zweite

S
hlu�folgerung ist die Behauptung, da� temporale Kontexte der angegebe-

nen Art intensional sind | damit werde i
h mi
h ni
ht bes
h

�

aftigen. Das

Problem f

�

ur sie besteht nun nat

�

urli
h in all den Punkten oder Intervallen,

die innerhalb ihres Intervalls S liegen. Mary tut in dieser Zeit ni
hts, was f

�

ur

den Mord relevant w

�

are, und f

�

ur Adam kann das glei
he gelten. Es ist s
hon

seltsam, zu behaupten, da� Mary Samstag abends Adam ermordet, w

�

ahrend

sie Samstag am Morgen ges
hossen hat und die Stadt verlassen und Adam

Sonntag am Abend stirbt. Mir s
heint, da� es keinen Zweifel gibt, da� Mary

Samstag am Abend Adam ni
ht ermordet, wenn sie ihn bereits am Morgen

anges
hossen hat.

Nehmen wir an, Marys S
hie�en auf Adam und Marys Mord an Adam be-

ziehen si
h tats

�

a
hli
h auf dasselbe Ereignis, eine Handlung, die von Mary

dur
hgef

�

uhrt wurde und unter wel
her Adam leidet. Wie ist

"

Mord\ zu ver-

stehen? Neben den juristis
hen Quali�kationen (die i
h hier explizit auslasse,

aber implizit hinzudenke, falls das n

�

otig ist) ist der Grundgedanke si
her der:

Ein Mord ist eine Handlung eines Mens
hen, die Ursa
he f

�

ur den Tod ei-

nes Mens
hen ist. Es ist weiter oben s
hon erw

�

ahnt worden, da� man si
h

mit Hilfe von Kausals

�

atzen auf Ereignisse beziehen kann, da, wie Davidson

s
hon betont hat, Ereignisse identi�zierbare Pl

�

atze in kausalen Strukturen

haben. Die Ursa
he f

�

ur Dons Tod war sein Ausgleiten am Fels, die von

Adams Tod war Marys S
hu�, und die Ursa
he von Caesars Tod waren

(unter anderem) Brutus' Dol
hst

�

o�e. Zu sagen

"

die Ursa
he von . . .\ oder

"

die Wirkung von . . .\ ist eine Deskription, eine Bezugnahme auf Ereignisse

mit Hilfe von anderen Ereignissen. Dies ist ni
hts ungew

�

ohnli
hes, genau

so kann auf Gegenst

�

ande mit Hilfe von r

�

aumli
hen Relationen zu anderen

Gegenst

�

anden Bezug genommen werden |

"

der Hase in diesem Stall\,

"

die

Frau re
hts neben Mary\. Diese Analogie ist perfekt. So, wie in einem Fall

Fehler vorkommen k

�

onnen (es sind zwei Hasen im Stall, man meint aber nur

einen, oder re
hts neben Mary stehen in unters
hiedli
her Entfernung meh-

rere Frauen), so k

�

onnen sie es au
h im anderen. So, wie in einem Fall aus der

Art der Deskription zwar die Existenz des Stalles und die von Mary folgt,

sofern die Deskription korrekt ist, so folgt au
h entspre
hend die Existenz

von Dons, Adams und Caesars Tod aus der Korrektheit der jeweiligen De-

skriptionen. Da� die Ursa
he jedo
h zur Zeit der Wirkung statt�ndet, folgt

genausowenig, wie der Hase den Raum des Stalles einnimmt oder die Frau

neben Mary au
h dort steht, wo Mary steht. Nat

�

urli
h hat Thomson in ei-

nem weiteren Sinne re
ht, da� die Ermordung in allen Gebieten statt�ndet,
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die das Intervall S eins
hlie�en. Mehr no
h, na
h der liberalen De�nition

von

"

Vorkommen\, die im entspre
henden Abs
hnitt im ersten Kapitel vor-

ges
hlagen wurde, kommt die Ermordung au
h zu allen Zeiten vor, die allein

t eins
hlie�en (oder

�

uberlappen).

Die L

�

osung des Problems besteht also darin, si
h ni
ht von rein rela-

tionalen Deskriptionen von Ereignissen t

�

aus
hen zu lassen. Marys S
hie�en

ist au
h ihr Mord an Adam | die Pathologen k

�

onnen uns das erkl

�

aren.

Sie werden uns versi
hern, da� na
h der Untersu
hung von Adams Lei
he

kein Zweifel mehr besteht, da� er an den S
hu�wunden starb. Damit sind

die beiden Ereignistermini empiris
h bedeutungsglei
h. Na
h dem Postu-

lat 5 auf Seite 60 sind dann ihre zeitli
hen Bezugsgebiete ebenfalls glei
h

| die Ermordung �ndet statt, wann das S
hie�en statt�ndet. Anderenfalls

m

�

u�te Adams Ho
hzeit zwei Tage na
h Ostern (die si
h von der Weihna
h-

ten ein paar Jahre zuvor unters
heidet) au
h Ostern stattgefunden haben.

Zum Zeitpunkt t

1

kann man si
h ni
ht auf die vorges
hlagene Weise auf das

S
hie�en von Mary beziehen. Da Adam no
h ni
ht tot ist, gibt es keine Kau-

salbeziehung zwis
hen der Ursa
he und dem Tod. Nur in dem Fall, in dem

wir Willens sind, Adam aufgrund der Unauswei
hli
hkeit seines baldigen

Sterbens bereits als tot (oder eben so gut wie tot) zu betra
hten, k

�

onnen

wir das tun. Zur Zeit t

2

k

�

onnen wir dagegen ohne Probleme

�

uber Marys

Attentat in den Termini seiner Wirkung spre
hen: Der Mord an Adam ging

blitzs
hnell vor si
h (obwohl sein Sterben se
hsunddrei�ig Stunden dauer-

te), ges
hah, als er im Auto sa� (obwohl er im Bett starb), und war eben

Samstag morgens.

3.4.2 Die Fr

�

uhjahrsst

�

urme im Sommer

K

�

onnen si
h Ereignisse zeitli
h vers
hieben? Der normale Spra
hgebrau
h

legt nahe, da� dies m

�

ogli
h ist. So kann man sagen, da� die erfolgrei
he

Behandlung dur
h den Arzt den baldigen Tod von Adam um Jahre her-

ausges
hoben hat, die Montagssitzung einer Kommission bereits am Freitag

stattfand und die Fr

�

uhjahrsst

�

urme eben erst im Sommer gekommen sind.

Die Frage ist ni
ht mit der der Wiederholbarkeit von Ereignissen zu verwe
h-

seln, bei der | sinngem

�

a� | ein Ereignis zu einem Zeitpunkt statt�ndet

und dann sp

�

ater no
hmal statt�ndet. Hier geht es darum, da� bestimmte

Ereignisse eine zeitli
he Lokalisierung voraussetzen, dann aber verfr

�

uht oder

versp

�

atet eintre�en.

Jedes singul

�

are Ereignis, jedes Ereignistoken, kann nur genau einmal vor-

kommen | wennglei
h dieses Vorkommen unter Umst

�

anden in der Zeit

ni
ht zusammenh

�

angend, sondern aufgesplittert ist. Die Fr

�

uhjahrsst

�

urme,
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so aufgefa�t, sind das Ereignis, da� jedes Jahr im Fr

�

uhjahr in der betra
hte-

ten Gegend der Wind sehr heftig weht | und das zumindest ein paar Tage

lang. Der Fr

�

uhjahrssturm in einem bestimmten Jahr ist ein zeitli
her Teil des

komplexeren Ereignisses. Da� es in dem Jahr, in dem die St

�

urme im Sommer

kamen, keine im Fr

�

uhjahr gab, f

�

uhrt zur Ni
htexistenz der Fr

�

uhjahrsst

�

urme

im oben de�nierten Sinn | die konstituierende Aussage ist ni
ht wahr.

Allerdings l

�

a�t si
h ein intuitiv ganz

�

ahnli
hes Ereignis au
h so bes
hrei-

ben, da� es im betre�enden Jahr do
h statt�ndet, beispielsweise als die

St

�

urme, die aufgrund einer bestimmten allj

�

ahrli
hen Wetterlage entstehen.

Tats

�

a
hli
h kann man empiris
h na
hweisen, da� diese Wetterlage zumeist,

sogar fast immer, im Fr

�

uhjahr eintritt (und deshalb werden diese St

�

urme

Fr

�

uhjahrsst

�

urme genannt). Man kann daher s
hon davon spre
hen, da� die

Fr

�

uhjahrsst

�

urme in diesem Jahr im Sommer kamen, wennglei
h dies sofort

eine Erl

�

auterung erfordert, wie anders als

�

uber die Zeit auf dieses singul

�

are

Ereignis referiert wird.

Als Ereignistyp dagegen vereinen die Fr

�

uhjahrsst

�

urme eine Reihe von

Einzelereignissen unter si
h, die einander in bestimmten Beziehungen

�

ahn-

li
h sind. Da� der Wind heftig weht, geh

�

ort si
herli
h dazu, genau wie die

Zeit der St

�

urme und si
herli
h die

�

ahnli
hen Ursa
hen ihres Auftretens. Die

Ents
heidung, einen Sturm im Sommer zu den Fr

�

uhjahrsst

�

urmen zu re
h-

nen, ist dann ni
hts anderes, als eine Bevorzugung bestimmter

�

Ahnli
hkeits-

kriterien gegen

�

uber anderen. Es ges
hieht ni
hts anderes, wenn

�

uber einen

bestimmten im Fr

�

uhjahr statt�ndenden Sturm gesagt wird

"

Das war no
h

ni
ht der Fr

�

uhjahrssturm, der kommt no
h\.

Der Fall der Montagssitzung, die bereits am Freitag statt�ndet, unters
hei-

det si
h in einem Punkt vom vorhergehenden. Die Montagssitzung selbst

kann eine sein, die nur an diesem speziellen Montag statt�nden sollte, nur in

dieser Besetzung und nur zu jenen speziellen Themen. In diesem Fall kann sie

ni
ht als Ereignistyp aufgefa�t werden, und sie hat eine zusammenh

�

angende

konkrete zeitli
he Lokalisierung: Sie h

�

atte am Montag statt�nden sollen und

fand nun Freitag statt. Sol
he Redeweise kann man nur metaphoris
h oder

kontrafaktual au�assen, da es | na
h den Bedingungen des Beispiels | gar

keine Montagssitzung gibt, die irgendwann anders statt�nden k

�

onnte. Man

kann si
h jedo
h die Frage stellen, ob die Sitzung | bis auf den Zeitpunkt

| eine andere gewesen w

�

are, wenn sie wie geplant am Montag stattgefunden

h

�

atte. Wie weiter oben s
hon betont wurde, ist Raum{Zeit{Glei
hheit ni
ht

hinrei
hend f

�

ur die Identit

�

at von Ereignissen, aber vers
hiedene Vorkommen

in Raum und Zeit k

�

onnen nur vers
hiedene Ereignisse haben. Wenn wir al-

so eine (�ktive) Montagssitzung und eine (vorkommende) Freitagssitzung
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betra
hten, so sind das numeris
h vers
hiedene und damit unters
hiedli
he

Ereignisse. Mit derselben Argumentation ist der Tod, den Adam wirkli
h

stirbt, ni
ht derselbe Tod, den er ohne die Behandlung gestorben w

�

are. Hier

wird das Problem dadur
h kompliziert, da� jeder Mens
h nur genau einen

Tod sterben kann. Demzufolge ist das faktis
he

"

der Tod, den Adam starb\

oder

"

Adams Tod\ ein genereller Terminus, der ein Ereignis bezei
hnet.

Wenn die Behandlung des Arztes seinen Tod herausges
hoben hat, dann

hat si
h aber folgendes ni
ht getan: weder wurde Adams Tod

�

uberhaupt

verhindert, no
h wurde ein bereits existierender Tod in der Zeit vers
hoben.

Vielmehr hat die Behandlung eine bestimmte Kausalkette unterbro
hen, die

zu Adams Tod gef

�

uhrt h

�

atte | und dies ist ni
ht existenzbelastet bez

�

ugli
h

Adams Tod:

U(�; s�U(�; 
))

hei�t, da� die Behandlung � vorgekommen ist, und da� es das Ereignis

gibt, da� es ni
ht so ist, da� die Krankheit Ursa
he f

�

ur den Tod 
 ist. Das

Ereignis 
 mu� ni
ht vorkommen, damit die Aussage wahr wird, allerdings

die Behandlung. Es ist also au
h ni
ht so, wie man
hmal angenommen wird,

da� eine

�

arztli
he Behandlung Ursa
he f

�

ur den (viellei
ht no
h Jahre) sp

�

ater

eintretenden Tod ist.



Kapitel 4

Kausalit

�

at

Es ma
ht wenig aus, wo man anf

�

angt, wenn man

nur vorankommt.

N. Goodman

Unsere Alltagsspra
he ist kausal gef

�

arbt und dabei zumeist v

�

ollig unproble-

matis
h. Kausale Hypothesen k

�

onnen aufgestellt und getestet werden, wie

andere Hypothesen au
h. Adam kommt zu sp

�

at zur Party | Mary fragt si
h

oder ihn, warum. Mary wird ni
ht fragen

"

Was ist die Ursa
he f

�

ur Adams

Vesp

�

atung?\, so spri
ht man normalerweise ni
ht. Warum, weshalb, weswe-

gen sind typis
he Fragen na
h Ursa
hen oder Gr

�

unden, Antworten gibt es

oft viele:

(i) Adam wollte si
h versp

�

aten, um dem Essen zu entgehen.

(ii) Adams

�

ubli
he Bahn hatte wegen eines Unfalls Versp

�

atung,

so da� er keinesfalls re
htzeitig kommen konnte.

(iii) Adams

�

ubli
he Bahn hatte Versp

�

atung, er hat das ni
ht

bemerkt und si
h daher ni
ht gen

�

ugend beeilt.

(iv) Adam hat zu sp

�

at an Marys T

�

ur geklingelt.

(v) Adam hat die Party vergessen, wollte Mary einfa
h nur

besu
hen und kam zuf

�

allig vorbei.

(vi) Keiner aus Adams Gegend kann fr

�

uher kommen.

Adams Wuns
h, lieber ni
ht bei Mary zu essen, ist | obwohl ein psy
his
hes

Ereignis | eine genauso perfekte Ursa
he f

�

ur seine Versp

�

atung wie der Un-

fall, der zur Bahnversp

�

atung f

�

uhrte und die Bahnversp

�

atung selber. Au
h

die Bahnversp

�

atung, die im dritten Beispiel ni
ht hinrei
hend f

�

ur Adams

Versp

�

atung ist, wird im Alltag genausogut als Ursa
he bezei
hnet wie die

195
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hinrei
hende unter Punkt zwei. Da� Adam zu sp

�

at geklingelt hat, sei um

des Beispieles Willen hinrei
hend und notwendig f

�

ur seine Versp

�

atung und

kann au
h als Ursa
he gelten. Allerdings w

�

urde eine sol
he Auskunft auf

eine entspre
hende Frage Marys si
herli
h weitere R

�

u
kfragen provozieren

| Mary w

�

urde si
h veralbert f

�

uhlen und fragen, warum Adam denn nun

versp

�

atet geklingelt hat. Hier ist ni
ht ganz klar, ob das Klingeln Teil oder

Ursa
he der Versp

�

atung ist. Adams zuf

�

alliges Vorbeikommen hat Ursa
hen,

und diese wiederum sind dur
haus Ursa
hen daf

�

ur, da� er zu diesem Zeit-

punkt, zu sp

�

at also, auf Marys Party ers
hien. Es gibt aber wahrs
heinli
h

weder Regeln no
h Gesetze no
h Regularit

�

aten, mit deren Hilfe hier stabile

Zusammenh

�

ange in das Beispiel

"

hineinanalysiert\ werden k

�

onnen. Sollte

Adam Marys (oder eine andere) Party wieder vergessen, kann er | mu�

aber ni
ht | unter ansonsten glei
hen Umst

�

anden wieder versp

�

atet auftau-


hen. Im letzten Beispiel ist eine Regularit

�

at, viellei
ht sogar ein Naturgesetz

unterstellt, unter das Adam f

�

allt und das seine Versp

�

atung kausal erkl

�

art.

Adam k

�

onnte beispielsweise auf einer Insel wohnen, die nur zu bestimmten

Zeiten zu verlassen ist. Kausalit

�

at allein hei�t also no
h ni
ht

"

Notwendig-

keit\ oder

"

Gesetzm

�

a�igkeit\, dies kann, mu� aber ni
ht hinzukommen. In

man
her Hinsi
ht ist das derselbe Gedanke, der Cartwright zur Unters
hei-

dung von zweierlei Interpretation der 
eteris paribus{Klausel bra
hte (vgl.

[9℄, S. 49) | die ist einerseits Teil einer Ellipse, mit der prinzipiellen M

�

ogli
h-

keit, die Bedingungen und Gesetze au
h anzugeben, da sie existieren und nur

unbekannt sind, und ist andererseits (und dies in ihrem Sinne) nur Indikator

f

�

ur eine Abstraktion, die in den meisten F

�

allen ni
ht aufgel

�

ost werden kann,

ist eine immer no
h unvollst

�

andige Bes
hreibung unserer Bes
hr

�

ankungen

und Festlegungen. Nat

�

urli
he Objekte und Ereignisse sind na
h ihrer Mei-

nung ni
ht voll reguliert und ni
ht jedes mit einem Satz endg

�

ultiger Gesetze

versehen, die es zu entde
ken gilt, sondern sie sind eher dur
h eine bestimm-

te Anzahl von generellen Prinzipien und spezi�s
hen Regeln reguliert, die

ni
ht in jedem Falle

"

Notwendigkeit\ oder

"

Gesetzm

�

a�igkeit\ implizieren.

Allerdings gibt es ja die anderen S

�

atze

�

uber Kausalverh

�

altnisse: S

�

atze

�

uber

stabile, testbare, in bestimmtem Sinne wiederholbare und h

�

au�g auftreten-

de Zusammenh

�

ange. Im t

�

agli
hen Leben, in den Wissens
haften und in der

Te
hnik sind Mens
hen genau an diesen Zusammenh

�

angen interessiert. Sind

die entspre
henden S

�

atze wahr oder do
h hinl

�

angli
h best

�

atigt, dann bieten

sie uns einen Hebel, mit dem Ziele errei
ht werden k

�

onnen. Das ganze Le-

ben beruht zum gro�en Teil auf dem Vertrauen in sol
he Me
hanismen |

man ste
kt Geld in den Automaten und er produziert einen Fahrs
hein, man

w

�

urzt ein Essen und ver

�

andert den Ges
hma
k, man bestellt ein Getr

�

ank

und erh

�

alt es geliefert. Das kann nat

�

urli
h au
h versagen, wenn der Auto-
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mat das Geld s
hlu
kt und keinen Fahrs
hein dru
kt, der Ges
hma
k si
h

diesmal ni
ht wie erwartet ver

�

andert oder das Getr

�

ank ni
ht kommt. Dann

sind wir au
h an ni
ht{stabilen Kausalzusammenh

�

angen interessiert. In die-

sen F

�

allen ist es h

�

au�g uninteressant, ob die Ursa
he, die zum Versagen des

erwarteten Me
hanismus f

�

uhrte, immer und

�

uberall genau so wirkt, ob es ei-

ne Formulierung in Form von generalisierten S

�

atzen gibt. Wie si
h singul

�

are

Kausalurteile zu generellen verhalten, ist ein zentrales Thema in den ver-

s
hiedenen Kausaltheorien. Wie zu erwarten, werde i
h generelle Kausals

�

atze

als quanti�zierte Aussagen

�

uber Ereignistypen verstehen. Damit besteht der

Unters
hied zwis
hen singul

�

arer und genereller (generis
her) Kausalit

�

at ge-

nau im Unters
hied zwis
hen singul

�

aren und generellen S

�

atzen wie in jedem

anderen Fall au
h, zwis
hen

"

Fido bellt\ und

"

Alle (einige) Hunde bellen\

beispielsweise.

Keil hat mi
h darauf hingewiesen, da� si
h die Pr

�

adikate

"

stabil\ und

"

ni
ht{stabil\ auf korrekte Weise nur auf generelle Kausalit

�

at beziehen k

�

on-

nen. Eine singul

�

are Kausalrelation zwis
hen zwei Ereignissen besteht oder

ni
ht, ob andere bestehen ist v

�

ollig irrelevant. Die in dieser Arbeit gele-

gentli
h anzutre�ende Verwedung dieser Pr

�

adikate mit Bezug auf singul

�

are

Kausalit

�

at ist eine abgeleitete und ni
ht{te
hnis
he: Eine singul

�

are Kau-

salrelation zwis
hen zwei Ereignissen wird stabil genannt, wenn vermutet

wird, da� unter

�

ahnli
hen Bedingungen ein

�

ahnli
hes Ursa
he{Ereignis ein

�

ahnli
hes Wirkungs{Ereignis produziert.

Singul

�

are Kausalit

�

at ist prim

�

ar gegen

�

uber der generellen, wir m

�

ussen zuerst

wissen, wie wir mit dieser umgehen, ehe wir

�

uber jene etwas sagen k

�

onnen.

In diesem Zusammenhang stehen zwei Fragen, die ebenfalls diskutiert wer-

den sollen. Die erste ist die Frage na
h den (formalen) Eigens
haften einer

Kausalrelation. Diese Frage ist meines Era
htens im bu
hst

�

abli
hen Sinne

ni
ht korrekt zu beantworten, weil es

"

Die Kausalrelation\ ni
ht gibt. Das

Ansto�en eines Billardballs auf dem Tis
h und seine folgenden Bewegungen

k

�

onnen genauso in kausaler Terminologie bes
hrieben werden wie die Reak-

tion des Kellners auf die Bestellung eines Getr

�

ankes und die Ver

�

anderungen

im Ph

�

anotyp einer Population na
h der Ver

�

anderung bestimmter Umweltbe-

dingungen. Es ist zu erwarten, da� unser Spra
hgebrau
h in der Me
hanik, in

der Evolutionsbiologie und im Gartenlokal bis zu einem bestimmten Grade

vers
hieden ist. Es ist also dur
haus m

�

ogli
h, da� unters
hiedli
he Expli-

kationen von Kausalit

�

at glei
hbere
htigt verwendet werden, man mu� si
h

nur

�

uber die Verwendung im klaren sein. Nat

�

urli
h kann man versu
hen,

eine minimale Version von Kausalit

�

at zu explizieren, ein System von Regeln

das so s
hwa
h ist, da� jede Verwendung von kausaler Terminologie zumin-
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dest diese Regeln akzeptiert. I
h werde das ni
ht tun. I
h werde aber eine

der g

�

angigen und oft verwendeten Regeln diskutieren. Die zweite Frage ist

die na
h dem ad

�

aquaten System, na
h den ad

�

aquaten formalen Mitteln zur

Explikation von Kausalit

�

at, die si
h man
hmal au
h als Frage na
h der Re-

duzierbarkeit von kausaler Terminologie auf eine andere stellen l

�

a�t. Einige

der wesentli
hen Versu
he in dieser Ri
htung werde i
h vorstellen. I
h glau-

be aber ni
ht, da� die Kausalterminologie reduzierbar ist. Im Gegenteil, es

s
heint mir, da� die meisten dieser Versu
he funktionierende und bekannte

Kausalzusammenh

�

ange voraussetzen.

Kausalit

�

at ist ein interessantes, aber au
h un

�

ubersi
htli
hes Thema, weil

hier vers
hiedene Konzepte und Vorstellungen miteinander verwoben sind,

die teilweise au
h ni
ht vollst

�

andig zueinander passen. Daher werden in den

folgenden Abs
hnitten immer wieder unters
hiedli
he Ans

�

atze eine Rolle

spielen, ohne da� einer davon dominierend w

�

are. Es kommt wohl bei diesem

Thema au
h mehr auf die L

�

osung einzelner, ganz konkreter und l

�

osbarer

Probleme an als auf eine alles ers
hlagende Regens
hirm{Konzeption. Mellor

hat, ganz in diesem Sinne, darauf hingewiesen, da� Kausalit

�

at mindestens

die folgenden Konnotationen hat:

(i) Eine temporale: Ursa
hen gehen ihren Wirkungen voraus.

(ii) Eine hinweisende: Ursa
hen und Wirkungen belegen ein-

ander.

(iii) Eine erkl

�

arende: Ursa
hen erkl

�

aren ihre Wirkungen.

(iv) Eine vermittelnde: Wenn Wirkungen Zwe
ke sind, stellen

Ursa
hen probate Mittel f

�

ur sie dar (vgl. [66℄, S. 230).

4.1 Konzeptionen von Kausalit

�

at

4.1.1 Kausale Notwendigkeit

Kausalaussagen sagen etwas

�

uber die E�ektivit

�

at der Ursa
hen aus: U(�; �)

wird h

�

au�g so interpretiert, da� na
h dem Eintreten von � das Ereignis �

notwendig geworden ist. Diese Notwendigkeit ist keine logis
he oder ana-

lytis
he, es geht hier um eine physis
he Notwendigkeit, die au
h als kausal

bezei
hnet wird. F

�

ur singul

�

are Kausalaussagen ist dieser Zugang ungeeignet,

da aus U(�; �) allein bereits die Existenz von � logis
h folgt. Betra
hten wir

aber kausale Zusammenh

�

ange zwis
hen Ereignistypen, dann ist eine gewisse

Stabilit

�

at der Korrelation zwis
hen den Ereignissen vom Ursa
he{Typ und

denen von Wirkungs{Typ gefordert (vgl. dazu den Abs
hnitt 4.2 in die-
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sem Kapitel). Wir sind geneigt, eine Art modus ponens{Regel f

�

ur generelle

Kausalaussagen zu postulieren:

Postulat 17

Ist U(�; �) eine wahre Aussage

�

uber Ereignistypen und ein Ereignis �

0

vom

Typ � tritt ein, dann haben wir allen Grund, ein Ereignis �

0

vom Typ � zu

erwarten.

Wie streng

"

allen Grund haben\ und

"

erwarten\ sind, h

�

angt vom Verst

�

and-

nis von Kausalit

�

at ab. Sind generelle Kausalaussagen blo�e induktive Ver-

allgemeinerungen ohne theoretis
he Basis, dann ist die Erwartung um so

h

�

oher, um so breiter die empiris
he Basis der Induktion ist. Sind sie Folge-

rungen aus Naturgesetzen, so h

�

angt die Erwartung von der Verl

�

a�li
hkeit der

entspre
henden Theorie im Ganzen ab. Ist die Kausalaussage eine allquanti-

�zierte Aussage (beispielsweise

�

uber Raum{Zeit{Gebiete), die die Existenz

des �{Ereignisses (in einem korrelierten Raum{Zeit{Gebiet beispielsweise)

festlegt, dann folgt das Vorkommen von �

0

na
h logis
hen Regeln, es ist

notwendig. Ein sol
hes Verst

�

andnis von Notwendigkeit (als Eigens
haft von

Ereignissen) hat Wessel allgemein als faktis
he Notwendigkeit in etwa fol-

genderma�en de�niert (vgl. [120℄, S. 177 �.):

De�nition 61

Es sei G eine Menge von Aussagen, die den theoretis
hen Teil eines Wissens

bes
hreiben, insbesondere au
h Verlaufsgesetze,

�

uberhaupt Naturgesetze, lo-

gis
he Regeln, Bedeutungspostulate und so fort. Es sei R eine Menge von

Aussagen, die Randbedingungen bes
hreiben, Bes
hreibungen von Zust

�

anden

zu bestimmten Zeiten, Vorkommen von Ereignissen und so fort. Es seien

die folgenden Konditionalaussagen nur sol
he, die aus Aussagen

�

uber die

logis
he Folgebeziehung gewonnen wurden. Dann wird festgelegt:

N

G^R

sA =

df

((G ^R �! A) ^ �(R �! A)).

Der Ausdru
k N

G^R

sA kann als

"

Das von A konstituierte Ereignis ist fak-

tis
h notwendig bez

�

ugli
h des Wissens G^R\ gelesen werden. Legen wir G

dur
h allein eine Aussage

�

uber generelle Kausalit

�

at fest und R als eine Aus-

sage

�

uber das Vorkommen eines Ursa
he{Ereignisses, dann tri�t der re
hte

Teil der De�nition 61 nur dann zu, wenn die generelle Aussage und die

�

uber

das Vorkommen des Ursa
he{Ereignisses so formuliert sind, da� ein logis
her

S
hlu� auf das Vorkommen des Wirkungs{Ereignisses m

�

ogli
h ist. Ganz of-

fensi
htli
h ist das ni
ht bei allen Kausalaussagen m

�

ogli
h, beispielsweise

ni
ht bei sol
hen, die in den Termini der probabilistis
hen Analyse formu-

liert sind.
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Da wir uns die generelle Kausalaussage als dur
h Typen von Ursa
he- und

Wirkungs{Ereignissen festgelegt denken k

�

onnen, l

�

a�t si
h kausale Notwen-

digkeit nun au
h f

�

ur Ereignistypen de�nieren:

De�nition 62

Die �{Ereignisse sind kausal notwendig bez

�

ugli
h der �{Ereignisse, wenn es

f

�

ur jedes �

0

ein �

0

gibt, so da� gilt N

U(�;�)^�(�

0

)

�

0

(mit � als

"

Vorkommen\).

Dies erlaubt es nun, anstelle von Kausalrelationen die Relation der kausa-

len Notwendigkeit als Grundrelation einzuf

�

uhren und Verursa
hung entspre-


hend zu de�nieren. Fa�t man Kausalit

�

at und kausale Notwendigkeit ni
ht

als Relationen

�

uber Ereignissen, sondern als Operatoren

�

uber entspre
hen-

den S

�

atzen, wird kausale Notwendigkeit zu einem Operator und Verursa-


hung ist als Implikation deutbar. Das erste formale kausallogis
he System,

von Burks in [4℄ publiziert, geht genau diesen Weg. Er de�niert:

De�nition 63

A impliziert B kausal genau dann, wenn 2




(A � B).

Der Operator 2




selbst wird dur
h Axiome und Regeln reguliert:

Axiom 1. (A � (B � C)) � ((A � B) � (A � C))

Axiom 2. A � (B � A)

Axiom 3. (� A �� B) � (B � A)

Axiom 4. 8x(A � B) � (A � 8xB), wenn x ni
ht frei in A ist

Axiom 5. 8x(A � B), wobei x eine Individuenvariable ist, y eine Indivi-

duenvariable oder -konstante, und kein freies Vorkommen von x

in A ist in einem wohlgeformten Teil von A, der die Form 8yC

hat, und B ist Resultat der Ersetzung aller freien Vorkommen

von x in A dur
h y

Axiom 6. 2A � 2




A

Axiom 7. 2




A � A

Axiom 8. 8x(A � B) � (8xA � 8xB)

Axiom 9. 2(A � B) � (2A � 2B)

Axiom 10. 2




(A � B) � (2




A � 2




B)

Axiom 11. 8x2A � 28xA
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Axiom 12. 8x2




A � 2




8xA

Regel I. [A; A � B=B℄.

Regel II. Wenn A Axiom ist, so au
h 8xA.

Regel III. Wenn A Axiom ist, so au
h 2A.

Burks' kausale Implikation liegt zwis
hen der strikten und der materialen

Implikation, was dazu f

�

uhrt, da� alle Paradoxien der strikten Implikation

au
h f

�

ur 2




gelten: Ein Widerspru
h impliziert kausal eine beliebige Aus-

sage, alle Tautologien werden von beliebigen Aussagen kausal impliziert.

Sol
he Aussagen konstituieren aber keine Ereignisse und sollten daher ni
ht

in kausalen Implikationen vorkommen.

Einen ganz

�

ahnli
hen Gedanken wie Burks verfolgt Shramko in [98℄, S. 149

�., mit anderen formalen Mitteln. Er versu
ht, den Begri� eines

"

dynami-

s
hen wissens
haftli
hen Gesetzes\, der seines Era
htens die Relation der

urs

�

a
hli
hen Determiniertheit ausdr

�

u
kt, mit Hilfe einer Relevanzlogik zu

formulieren. An Arbeiten Wojs
hwillos ans
hlie�end, unters
heidet er zwi-

s
hen zuf

�

alligen Generalisierungen 8x(A(x) � B(x)) und den notwendigen

Generalisierungen 8x(A(x) ! B(x)), mit ! als relevanter Implikation des

wohlbekannten Systems E, die logis
h aus einer Theorie T folgen. Der B(x)

entspre
hende Ereignistyp ist im letzteren Fall dur
h A(x) kausal determi-

niert. Relevante Implikationen sind frei von den Paradoxien der materialen

und strikten Implikationen, haben allerdings andere formale Na
hteile (bei-

spielsweise der fehlende sogenannte disjunktive Syllogismus | der modus

ponens f

�

ur die materiale Implikation). Auf andere, eher inhaltli
he S
hwie-

rigkeiten weist Shramko selbst hin, au�erdem bietet er keine direkte De�-

nition von singul

�

arer Kausalit

�

at. Aus diesen Gr

�

unden soll der Zugang zur

Kausalit

�

at mittels relevant{notwendiger Implikationen ni
ht detaillierter be-

tra
htet werden.

4.1.2 Bedingungen

Es ist ni
ht ungew

�

ohnli
h, Ursa
hen von Ereignissen mit Bedingungen (f

�

ur

das Auftreten) dieser Ereignisse glei
hzusetzen. Der Vorteil eines sol
hen

Zugangs besteht ni
ht nur darin, da� dies h

�

au�g in

�

Ubereinstimmung mit

der Intuition ges
hieht, sondern au
h darin, da� wir sehr klare und gut

funktionierende Vorstellungen davon haben, was Bedingungen sind:

De�nition 64

Seien � und � Ereignistypen. Dann gilt:
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� ist eine notwendige Bedingung f

�

ur � dann und nur dann, wenn stets ein

Ereignis vom Typ � statt�ndet, falls ein Ereignis vom Typ � statt�ndet.

� ist eine hinrei
hende Bedingung f

�

ur � dann und nur dann, wenn stets ein

Ereignis vom Typ � statt�ndet, falls ein Ereignis vom Typ � statt�ndet.

Tats

�

a
hli
h lassen si
h mit Hilfe dieser Terminologie und viellei
ht no
h von

Zeitrelationen

�

uber Ereignissen eine ganze Reihe von Verwendungen von

"

�

ist Ursa
he von �\ abde
ken. Problematis
h ist einerseits, da� es eine aus-

s
hlie�li
he Verwendung dieser Relation im Sinne von hinrei
henden oder

notwendigen oder hinrei
henden und notwendigen Bedingungen ni
ht gibt,

andererseits die Doppelnatur der Kausalit

�

at als Relation

�

uber singul

�

aren

und generellen Ereignissen hier auftau
ht:

"

Bedingung zu sein\ ist eine Re-

lation

�

uber Typen, zeitli
he Verh

�

altnisse sind Relationen

�

uber deren Instan-

zen,

�

uber singul

�

aren Ereignissen. Ein simples Beispiel f

�

ur m

�

ogli
he Probleme

ist die folgende Situation:

Adam sitzt im Zimmer und liest. Notwendige Bedingung f

�

ur sein

Ers
heinen auf der Terasse ist, da� er (vorher) gerufen wird.

Mary ruft ihn von der Terasse

"

Komm bitte und hilf mir\, wenig

sp

�

ater ruft seine Mutter

"

Geh do
h mal auf die Terasse und hilf

Mary\. Auf beide Au�orderungen antwortet Adam

"

Glei
h, i
h

lese nur zum n

�

a
hsten Absatz\, steht dann einige Augenbli
ke

sp

�

ater auf und geht auf die Terasse. Was ist die Ursa
he f

�

ur

Adams Ers
heinen auf der Terasse?

Im Falle von periodis
h wiederkehrenden Paaren von Ursa
he- und Wir-

kungs{Ereignissen lassen si
h sol
he Beispiele no
h verst

�

arken. Der Grund

ist der, da� si
h die zeitli
he Relation auf die singul

�

aren Ereignisse bezieht,

die Bedingungsrelation aber ni
ht sagt, auf wel
he (falls mehrere vorkom-

men).

Ma
kie hat in zwei Arbeiten (vgl. [61℄ und [62℄) eine wesentli
h feinere und


exiblere Analyse von Kausalit

�

at in den Termini der De�nition 64 vorgenom-

men. Die zugrunde liegende Idee ist sehr einfa
h und nat

�

urli
h: Auf einem

bestimmten Hintergrund ist eine Ursa
he notwendig f

�

ur die entspre
hende

Wirkung, aber es h

�

atten au
h | auf einem anderen Hintergrund | andere

Umst

�

ande dieselbe Wirkung produzieren k

�

onnen. Dies dr

�

u
kt er in seinem

ber

�

uhmten Begri� der INUS{Bedingung aus, die ein ni
ht{hinrei
hender,

aber unverzi
htbarer Teil einer ni
ht{notwendigen, aber hinrei
henden Be-

dingung ist (InsuÆ
ient but Non{redundant part of an Unne
essary but

SuÆ
ient 
ondition). Bildli
h kann man si
h das so vorstellen, da� jede
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Wirkung von Ensembles von Umst

�

anden hervorgebra
ht werden kann. Je-

des dieser Ensembles ist hinrei
hend f

�

ur die Generierung der Wirkung, je-

do
h | da jedes die Wirkung hervorbringt | ist keines f

�

ur si
h notwendig.

Die Umst

�

ande innerhalb der Ensembles sind notwendig (denn sonst w

�

are es

ein anderes Ensemble), aber f

�

ur si
h ni
ht hinrei
hend | um zu bewirken,

brau
hen sie die anderen Umst

�

ande ihres Ensembles. Alle Umst

�

ande sind

m

�

ogli
he Ursa
hen, die existierenden (die Teile des einzigen existierenden

Ensembles sind) aber sind Ursa
hen der Wirkung.

Der Kurzs
hlu� ist Ursa
he des Feuers, weil er in der gegebenen

Situation unerl

�

a�li
h war, um das Feuer herbeizuf

�

uhren. Unter

anderen Umst

�

anden, wenn n

�

amli
h jemand in der S
heune ge-

rau
ht h

�

atte und die Elektrik in Ordnung gewesen w

�

are, h

�

atte

au
h etwas anderes das Feuer verursa
hen k

�

onnen.

Es ist ganz klar, da� man diese Struktur te
hnis
h mit Hilfe von disjunk-

tiven Normalformen fassen kann. Wenn F , wie bei Ma
kie, den kausalen

Hintergrund bes
hreibt, die A

1

; : : : ; A

n

elementare Formeln sind, die Be-

dingungen bes
hreiben, und A eine Formel in disjunktiver Normalform ist,

deren elementare Konjunktionen nur die A

1

; : : : ; A

n

enthalten, dann gilt:

De�nition 65

Das von A

i

konstituierte Ereignis ist unter F eine m

�

ogli
he Ursa
he f

�

ur das

dur
h B konstituierte Ereignis, wenn A unter F notwendige und hinrei
hen-

de Bedingung f

�

ur B ist.

Das von A

i

konstituierte Ereignis ist unter F eine Ursa
he, wenn es m

�

ogli-


he Ursa
he ist und Teil der die existierende Bedingung ausdr

�

u
kenden ele-

mentaren Konjunktion.

Kim diskutiert in [48℄ Ma
kies Vors
hlag von einem ontologis
hen Stand-

punkt aus. Obwohl das im Moment ni
ht das Thema ist, soll ihm hier aus-

dr

�

u
kli
h zugestimmt werden: Ma
kies Zei
hen (er verwendet A, B . . . ) soll-

ten ni
ht so verstanden werden, als ob sie si
h direkt auf Ereignisse beziehen.

Versu
ht man dies, m

�

ussen negative und disjunktive Ereignisse erkl

�

art wer-

den, mu� man

�

uber den Status der m

�

ogli
hen Ursa
hen na
hdenken und so

fort. Ma
kie selbst gibt da keine hinrei
henden Antworten. Kim s
hl

�

agt (ent-

spre
hend seiner eigenen Konzeption) vor, die Zei
hen als f

�

ur Eigens
haften

stehend zu interpretieren.

4.1.3 Kontrafaktis
he Konditionale

Der repr

�

asentativste Vertreter des Zugangs zu Kausalaussagen mit Hilfe von

kontrafaktis
hen Konditionalen ist si
herli
h Lewis. Die Grundidee ist die,
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da� Ursa
hen Unters
hiede ma
hen, da� die Welt anders w

�

are, wenn die

Ursa
he ni
ht stattgefunden h

�

atte. Damit ist au
h s
hon die S
hw

�

a
he eines

sol
hen Einstiegs klar: Wir k

�

onnen h

�

au�g ni
ht wissen, wie die Welt ohne

ein bestimmtes Ereignis sein w

�

urde, wir wollen es aber trotzdem als kausal

eÆzient betra
hten. Und s
hlimmer no
h: Wenn wir wissen, wie die Welt

ohne ein bestimmtes Ereignis w

�

are, dann, weil wir auf das Funktionieren der

Kausalbeziehungen vertrauen.

Lewis bes
hreibt den intuitiven Hintergrund seiner De�nition von Kau-

salit

�

at re
ht genau (vgl. [55℄):

(i) Ursa
hen und Wirkungen sind Ereignisse im gew

�

ohnli
hen umgangs-

spra
hli
hen Sinn.

(ii) Der Gegenstand der Analyse ist singul

�

are Kausalit

�

at, eine Relation

zwis
hen Ereignistoken und ni
ht etwa eine

�

uber Klassen oder Typen

von Ereignissen.

(iii)

"

Ursa
he\ wird in einem liberalen, umgangsspra
hli
hen Sinn verstan-

den, es geht ni
ht um vollst

�

andige, einzige Ursa
hen.

(iv) Vorausgesetzt ist eine Form von Determinismus, Indeterminismus wird

ni
ht betra
htet.

Lewis setzt weiterhin eine Theorie von kontrafaktis
hen Konditionalen vor-

aus, wie sie beispielsweise in [56℄ bes
hrieben ist. Hier soll nur der semanti-

s
he Hauptgedanke zitiert werden:

De�nition 66

A2!B ist wahr in einer Welt w, wenn entweder

(i) es keine A{Welten gibt,

oder

(ii) eine A{Welt, in der C gilt, der Welt w

�

ahnli
her ist, als alle A{Welten,

in denen C ni
ht gilt.

�

Ahnli
hkeit ist eine re
exive, symmetris
he und ni
ht{transitive Relation

f

�

ur Lewis, mit vers
hiedenen weiteren Axiomen f

�

ur diese Relation lassen

si
h vers
hiedene Logiken f

�

ur Konditionale aufbauen.

Die folgende De�nition fa�t seine

�

Uberlegungen zusammen:

De�nition 67

Seien � und � untereinander vers
hiedene, m

�

ogli
he und singul

�

are Ereig-

nisse, und � das Pr

�

adikat des Vorkommens. Dann gilt:
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Das Ereignis � ist genau dann vom Ereignis � kausal abh

�

angig, wenn die

folgenden beiden Aussagen wahr sind:

(i) �(�)2!�(�)

(ii) ��(�)2!��(�).

Da es si
h um singul

�

are Ereignisse handelt, haben die S

�

atze

�

uber das Vor-

kommen der Ereignisse und die ihnen entspre
henden ereigniskonstituieren-

den S

�

atze die glei
hen Wahrheitsbedingungen und k

�

onnen in der De�nition

ebenfalls verwendet werden.

Kausale Abh

�

angigkeit im Sinne der De�nition eben ist ni
ht transitiv, Kau-

salit

�

at jedo
h, Verursa
hung, mu� na
h Lewis transitiv sein. Wie zu erwar-

ten, de�niert er letzteres als transitiven Abs
hlu� der kausalen Abh

�

angigkeit:

De�nition 68

Eine Kausalkette ist eine endli
he Folge von aktuellen singul

�

aren Ereignissen

�, �

1

, . . . , �

n

, � derart, da� �

1

von �, �

i+1

von �

i

und � von �

n

kausal

abh

�

angen.

Ein Ereignis � ist Ursa
he eines Ereignisses � genau dann, wenn es eine

Kausalkette von � na
h � gibt.

Kausalit

�

at ist, im Gegensatz zur kausalen Abh

�

angigkeit, eine Relation

�

uber

aktuellen Ereignissen, das hei�t im gegebenen Fall

�

uber Ereignissen, die in

der aktuellen Welt tats

�

a
hli
h vorkommen. Kausal voneinander abh

�

angig

k

�

onnen au
h Ereignisse sein, die in unserer Welt ni
ht existieren (aber in

anderen m

�

ogli
hen Welten). Na
h Lewis' De�nitionen ist klar:

Satz 19

(i) Wenn � von � kausal abh

�

angt, dann h

�

angt au
h �

0

von �

0

kausal ab,

wobei letztere entspre
hend dur
h die Negationen der ereigniskonstitu-

ierenden S

�

atze der ersteren konstituiert werden.

(Doppelte Negationen k

�

onnen beseitigt werden, so werden die glei
hen

irrealen Konditionale betra
htet.)

(ii) Wenn � von � kausal abh

�

angt, dann kommen beide aktuell vor oder

kommen beide aktuell ni
ht vor.

(Die der aktuellen

�

ahnli
hste Welt | sie selbst n

�

amli
h | w

�

are sonst

entweder eine

"

�- aber ni
ht{�{Welt\ oder eine

"

ni
ht{�- aber �{

Welt\.)

(iii) Um zu bestimmen, ob das Ereignis � das Ereignis � verursa
ht, rei
ht

es aus, den Wahrheitswert der kontrafaktis
hen Konditionalaussage

��(�)2!��(�) festzustellen.
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(� und � m

�

ussen aktuell sein, bei Lewis und in den meisten ande-

ren Konditionallogiken gilt aber die sogenannte Kein{Zusammenhang{

These A ^B ` A2!B.)

(iv) Kausale Abh

�

angigkeit ist weder re
exiv no
h symmetris
h.

(Ersteres folgt aus der geforderten Vers
hiedenheit der beiden Ereig-

nisse, das zweite folgt, weil stets nur drei der vier m

�

ogli
hen Kondi-

tionale gelten m

�

ussen: Bei Vorliegen von � und � die beiden Aussagen

�(�)2!�(�) und �(�)2!�(�) sowie ��(�)2!��(�), bei Ni
ht{

Vorkommen von � und � entspre
hend die Aussagen ��(�)2!��(�)

und ��(�)2!���) sowie �(�)2!�(�)).

(v) Kausalit

�

at ist weder irre
exiv no
h asymmetris
h.

(Die Vers
hiedenheit der Ereignisse ist nur f

�

ur kausale Abh

�

angigkeit

gefordert, und das fehlende vierte Konditional, je na
hdem entweder

��(�)2!��(�) oder �(�)2!�(�), kann s
hlie�li
h gelten.)

Da der Minimalfall, der Ein{S
hritt{Fall der Verursa
hung, na
h De�nition

die kausale Abh

�

angigkeit ist, gibt es bei Lewis keine unvermittelte Selbstver-

ursa
hung. Von den in Bild 3.3 auf Seite 181 dargestellten und

"

verboten\

genannten Strukturen verbietet Lewis nur die erste (trotz Transitivit

�

at sind

die Ereignisse dur
h die Kausalrelation | und au
h ni
ht dur
h die kausale

Abh

�

angigkeit | ni
ht partiell geordnet). Da kausal verbundene Ereignis-

se zu vers
hiedenen Zeiten statt�nden k

�

onnen, ist in diesem Rahmen au
h

r

�

u
kw

�

artsgeri
htete Kausalit

�

at prinzipiell m

�

ogli
h (wie das f

�

ur Lewis ausse-

hen k

�

onnte, steht in [58℄).

Der methodis
h wahrs
heinli
h st

�

arkste Kritikpunkt an Lewis' Konzeption

ist der Verda
ht, da� Kausalit

�

at gar ni
ht zirkelfrei de�niert ist. Da Lewis

kausale Abh

�

angigkeit

�

uber die entspre
henden irrealen Konditionalaussagen

fa�t und diese vom

�

Ahnli
hkeitsbegri� f

�

ur m

�

ogli
he Welten abh

�

angen, ist

�

Ahnli
hkeit von Welten ohne R

�

u
kgri� auf Kausalit

�

at zu de�nieren. Der in-

takte kausale Hintergrund aller ni
ht{einbezogenen Ereignisse ist daf

�

ur aber

wesentli
h, genauso wie viele andere Festlegungen, die vermittelt (beispiels-

weise eine Zeittheorie, die die Vergangenheit �xiert und die Zukunft o�en

h

�

alt) Kausalit

�

at verwenden. Eine Reduktion des Begri�s Verursa
hung ist

damit jedenfalls ni
ht errei
ht. Au�erdem h

�

angt Lewis' Analyse vollst

�

andig

von der von ihm vorges
hlagenen Theorie der Konditionalaussagen ab. Diese

ist formal korrekt, lei
ht zu handhaben und weit verbreitet. Ni
htsdestotrotz

hat es s
hon sehr fr

�

uh inhaltli
he Einw

�

ande gegeben. Da ist zun

�

a
hst die

�

Ahnli
hkeitsrelation selbst, die

�

uber Welten de�niert stets unklar bleibt |

wel
he Faktoren sind es denn, na
h denen

�

Ahnli
hkeit inhaltli
h zu messen

w

�

are? Glei
hheit der Fakten oder Gesetze? Glei
hheit der Vergangenheit
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oder der Zukunft? Dazu kommt, da� Lewis die kontrafaktis
hen Welten nur

aufgrund des Antezedents ausw

�

ahlt und ni
ht den Konsequent einbezieht.

Gabbay glaubt Beispiele daf

�

ur zu haben, da� man bei der Bewertung von

irrealen Konditionalaussagen unbedingt au
h Informationen aus dem Kon-

sequent mit benutzen mu� (vgl. [30℄, S. 188):

(i) Wenn i
h der Papst w

�

are, w

�

urde i
h die Pille in Indien

erlauben.

(ii) Wenn i
h der Papst w

�

are, w

�

urde i
h mi
h bes
heidener

kleiden.

Klarerweise, s
hreibt er, mu� man im ersten Fall unbedingt daran

festhalten, da� Indien

�

uberbev

�

olkert und wirts
haftli
h verh

�

alt-

nism

�

a�ig s
hwa
h ist, im zweiten Fall mu� ni
hts davon gefordert

werden.

Diese Kritik s
hl

�

agt auf seine Analyse von Kausalaussagen dur
h.

4.1.4 Probabilistis
he Deutungen

Die Basisidee des probabilistis
hen Zugangs zur Kausalit

�

atstheorie ist re
ht

attraktiv und au
h | zun

�

a
hst | einfa
h. Implikationen, Bedingungen und

au
h irreale Konditionale tragen stets ein Moment der Notwendigkeit, der

Unauswei
hli
hkeit und Vorherbestimmtheit des Wirkungsereignisses in die

Kausalanalyse. Das liegt au
h daran, da� wir vorliegende, fr

�

uher erfahre-

ne Kausalrelationen lei
ht f

�

ur k

�

unftige Erfahrung verallgemeinern: Hat die

Treppe ein paar mal geknarrt, na
hdem man auf eine bestimmte Stufe ge-

treten ist, dann hat die Treppe zu knarren, wenn man wieder auf diese Stufe

tritt. Hume hat si
h bekanntli
h gegen diese Art von Notwendigkeit gewandt

und sie als blo� psy
hologis
he abgetan. Humes Einwand ist kein blo� phi-

losophis
her, denn au
h unsere Erfahrung zeigt, da� es bei weitem ni
ht nur

robuste Kausalbeziehungen gibt. Wenn man von der Ebene der singul

�

aren

Ereignisse zu den generis
hen

�

ubergeht, gilt einerseits, da� ni
ht alle sin-

gul

�

aren Kausalaussagen unter Beibehaltung der Wahrheit quanti�zierbar

(

�

uber Raum und Zeit beispielsweise) sind, und andererseits, da� kein Ana-

logon zum modus ponens (etwa in der Form U(�; �) ^�(�) ` �(�)) gesetzt

werden kann.

(i) Wir erwarten von einem Fahrs
heinautomaten, da� er na
h

Einwurf der entspre
henden M

�

unzen einen Fahrs
hein aus-

wirft. Tut er das, sagen wir (im singul

�

aren Fall), da� dieses

Einwerfen Ursa
he f

�

ur jene Ausgabe des Fahrs
heines war.
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H

�

au�g sagen wir au
h (im generellen Fall), da� Geldein-

werfen Ursa
he f

�

ur die Fahrs
heinausgabe ist | so ist der

Automat s
hlie�li
h gebaut. Aber ab und zu tut der Auto-

mat einfa
h ni
ht, was wir von ihm erwarten.

(ii) Mary bittet Adam aufzustehen und der tut das au
h. Auf

unsere Frage, warum er aufgestanden ist, antwortet er ganz

ri
htig

"

Weil Mary mi
h darum gebeten hat\. Der Einwand

"

Aber du h

�

attest das ni
ht tun m

�

ussen\ ist v

�

ollig sinnvoll.

Vertreter von wahrs
heinli
hkeitstheoretis
hen Analysen vermuten, da� al-

le oder do
h die allermeisten Kausalzusammenh

�

ange von dieser Art sind:

Sie erzwingen ni
ht das Wirkungs{Ereignis mit der Ursa
he, sondern ma-


hen sein Eintre�en nur wahrs
heinli
her. Damit ist au
h s
hon klar, da�

die Rede nun

�

uber Relationen zwis
hen Ereignistypen, zwis
hen generellen

Ereignissen geht. Rei
henba
h war einer der ersten, die eine formale Fassung

des Problems versu
ht haben (vgl. [84℄), und ihm geb

�

uhrt au
h die Ehre,

den Begri� der kausalen Relevanz eingef

�

uhrt zu haben:

De�nition 69

Ein Ereignis � ist f

�

ur ein sp

�

ateres Ereignis � genau dann kausal relevant,

wenn die Wahrs
heinli
hkeit von � und dann � gr

�

o�er ist, als die von �.

Suppes bringt diese Ideen in eine elegantere Formulierung und setzt mit

seinem Bu
h [108℄ einen neuen Standard. Die Wahrs
heinli
hkeit von Ereig-

nissen wird mit Hilfe von Statistiken festgestellt, und P (�j�) bezei
hnet die

bedingte Wahrs
heinli
hkeit von � unter der Voraussetzung von �, t

�

die

Zeit des Vorkommens von �. Dann de�niert er:

De�nition 70

U(�; �) =

df

(i) t

�

< t

�

,

(ii) P (�) > 0,

(iii) P (�j�) > P (�),

(iv) es gibt kein Ereignis 
 so, da� P (�j�
) = P (�j
).

Die erste Forderung s
hlie�t Selbstverursa
hung aus und garantiert generell

die Vers
hiedenheit von Ursa
he und Wirkung (die ansonsten ni
ht gegeben

ist). Au�erdem legt sie die Ri
htung der Kausalrelation fest, die dur
h die

positive{Relevanz{Bedingung ni
ht festgesetzt ist. S
hlie�li
h gilt

Wenn P (�j�) > P (�); so P (�j�) > P (�):
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Die zweite Bedingung s
hlie�t unm

�

ogli
he Ereignisse aus der Kausalrelation

aus, das ist ni
ht nur intuitiv korrekt, sondern w

�

urde anderenfalls au
h zu

rein te
hnis
hen S
hwierigkeiten f

�

uhren. Die dritte Bedingung formuliert die

positive Relevanz des Ursa
he{Ereignisses f

�

ur das Wirkungs{Ereignis und

ist der zentrale Teil der De�nition. Die vierte Bedingung ist notwendig, um

bestimmte Ereignisse als blo�e S
hein{Ursa
hen auszus
hlie�en. Sie besagt,

da� es keine Bedingungen geben soll, unter deren Pr

�

asenz das vermutete

Ursa
he{Ereignis die Wahrs
heinli
hkeit der Wirkung ni
ht erh

�

oht. Das tritt

gar ni
ht so selten auf:

Fast immer wenn der 
levere H

�

auptling den Regentanz tanzt,

regnet es am n

�

a
hsten Morgen. Tats

�

a
hli
h ist na
h dem Tanz

die Wahrs
heinli
hkeit des Regens ganz erhebli
h h

�

oher, was man

dur
h die Daten der letzten zehn Jahre belegen kann. Allerdings

wei� der H

�

auptling au
h, da� immer wenn die Wolken

�

uber die-

se bestimmten Berge kommen, es am n

�

a
hsten Morgen ganz be-

stimmt regnet . . . Also tanzt er.

Die Wahrs
heinli
hkeit, da� es unter der Bedingung, da� die Wolken kom-

men und der H

�

auptling tanzt, dann au
h regnet, ist glei
h der, da� es un-

ter der Bedingung, da� die Wolken kommen, regnet. Regentanz und Regen

haben im Beispiel eine gemeinsame Ursa
he, die mit Hilfe der vierten Be-

dingung aus De�nition 70 den Tanz als Ursa
he f

�

ur den Regen abs
hirmt.

Ausges
hlossen sollen also F

�

alle sein wie im folgenden Bild (der fallende Luft-

dru
k, das fallende Barometer und das Gewitter; der beginnende Herbst, der

Bl

�

atterfall und der Vogelzug na
h S

�

uden und andere Epiph

�

anomene):

u

u u

K �




�

�

Abbildung 4.1: Gemeinsame Ursa
hen: � und � sind positiv relevant f

�

urein-

ander, aber ni
ht Ursa
he oder Wirkung voneinander.

Dur
h die Abs
hirm{Bedingung werden Epiph

�

anomene als S
heinursa-


hen erkannt. Selbstverst

�

andli
h ist es dazu n

�

otig, ein entspre
hendes Ereig-
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 zu �nden, do
h das ist keine Aufgabe der Logik. Da die Abs
hirm{

Bedingung stark genug ist | ist sie viellei
ht zu stark? Ungl

�

u
kli
herweise

ist die Antwort auf diese Frage

"

Ja\. Es sind au
h die folgenden F

�

alle in

Abbildung 4.2, die dur
h die Bedingung (iv) betro�en sind:

u u u u u

u

- -

� I




�

�




�

�

Abbildung 4.2: Ketten und gemeinsame Wirkungen: � und � sind positiv

relevant f

�

ureinander, aber ni
ht Ursa
he oder Wirkung voneinander.

In Ketten und den sogenannten

"

Keilen\ kann sowohl � dur
h � als au
h

umgekehrt abges
hirmt werden. So tr

�

agt im Falle einer hinrei
henden Be-

dingung � das Ereignis � in einer Kette ni
hts mehr zur Wahrs
heinli
h-

keitserh

�

ohung von 
 bei, falls � hinrei
hend ist und � ledigli
h notwendig

f

�

ur �, gilt das f

�

ur �. Zwei Ursa
hen, die eine gemeinsame Wirkung

�

uber-

determinieren, s
hirmen si
h gegenseitig ab. Ein guter Teil der Diskussi-

on um probabilistis
he Deutungen der Kausalit

�

at bes
h

�

aftigt si
h entwe-

der mit Verfeinerungen der Abs
hirm{Bedingung oder mit Versu
hen, F

�

alle

wie

�

Uberdetermination f

�

ur pathologis
h zu erkl

�

aren. Ein Beispiel ist Cart-

wrights Diskussion des mit der Abs
hirm{Bedingung zusammenh

�

angenden

Simpson{Paradoxes.

Diesen wesentli
hen Kritikpunkt diskutiert Cartwright in einiger L

�

ange in

[9℄, S. 23 �., wobei sie si
h auf Kausalgesetze bezieht. Unter einem bestimm-

ten Bli
kwinkel kann man ihr ganzes [10℄ als Entwi
klung dieser Kritik be-

tra
hten. Da es bei der probabilistis
hen Kausalit

�

atsanalyse tats

�

a
hli
h zu-

meist um das Verh

�

altnis von statistis
hen (ph

�

anomenologis
hen, bei Cart-

wright) und kausalen Gesetzen geht, Ereignistypen statt Token den Gegen-

stand bilden, ist das zu erwarten. Sie verweist auf das Simpson{Paradox :

Jede statistis
he Verbindung zwis
hen zwei Ereignistypen � und � kann auf

der Ebene der Subpopulationen in ihr Gegenteil verkehrt werden, sofern ei-

ne entspre
hende dritte Variable passend gefunden wird. Das bekannteste

Beispiel ist das der Herzerkrankungen dur
h Rau
hen:

Es sei in einer Population Rau
hen streng positiv mit Gesund-

heitsf

�

ursorge korreliert, die wiederum ein sehr viel st

�

arkerer ne-

gativer Faktor bez

�

ugli
h der Herzerkrankungen sein soll, als es
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das Rau
hen als positiver Faktor ist. Damit kann der Fall auf-

treten, da� die Wahrs
heinli
hkeit von Herzerkrankungen unter

Rau
hern geringer ist als in der Gesamtpopulation (oder unter

Ni
htrau
hern).

Keine Frage, wie das Problem zun

�

a
hst gel

�

ost werden kann: Man betra
hte

die H

�

au�gkeit von Herzerkrankungen bei Rau
hern sowohl in der Gruppe

derjenigen, die Gesundheitsf

�

ursorge betreiben, als au
h in der der ni
ht so

Gesundheitsbewu�ten. In diesem Fall werden die erwarteten Verh

�

altnisse

wiederers
heinen, und das Rau
hen verursa
ht die Herzerkrankungen, weil

die Wahrs
heinli
hkeit letzterer in jeder Subpopulation unter den Rau
hern

gr

�

o�er ist als insgesamt in jeder Subpopulation. Cartwright nennt sol
he Par-

titionen au
h Situationen, die kausal homogen bez

�

ugli
h der Wirkung sind.

Um eine n

�

ahere Bes
hreibung zu geben, nutzt Cartwright Carnaps Zustands-

bes
hreibungen und de�niert eine vollst

�

andige Menge von kausalen Faktoren

f

�

ur eine Wirkung (sol
he, die die Wirkung positiv oder negativ beein
ussen

k

�

onnen). Jede m

�

ogli
he Kombination der Elemente dieser Menge au�er der

Ursa
he selbst greift eine bis auf die Ursa
he homogene Population f

�

ur die

Wirkung heraus, und nur innerhalb dieser sagen Wahrs
heinli
hkeiten etwas

�

uber Kausalgesetze aus (vgl. [9℄, S. 26, [10℄, S. 56):

Postulat 18

� ist Ursa
he von � genau dann, wenn die Wahrs
heinli
hkeit von � unter �

in jeder sol
her bis auf � homogenen Population f

�

ur � gr

�

o�er ist als ohne �;

die Partitionen mit Hilfe aller kausaler Faktoren gebildet wurde; nur kausale

Faktoren Partitionierungsgrundlage sind; � selbst ni
ht Ursa
he f

�

ur einen

der kausalen Faktoren ist.

Ganz o�ensi
htli
h handelt es si
h bei dieser Charakterisierung ni
ht um

eine De�nition (diese w

�

are zirkul

�

ar, was Cartwright au
h anmerkt). Es ist

aber au�erdem au
h au�erordentli
h s
hwer, den vorges
hlagenen Zugang

�

uberhaupt irgendwie anzuwenden | s
hlie�li
h m

�

u�te man alle kausalen

Faktoren kennen, wissen, da� es alle sind, und au
h wissen, da� keiner

Wirkung der vermuteten Ursa
he ist. Cartwright formuliert einige weitere

Kritikpunkte, die hier ni
ht weiter von Interesse sind, weil si
h trotz eini-

ger Details das Argument ni
ht s
hlagen l

�

a�t: Um von Wahrs
heinli
hkeiten

ausgehend etwas

�

uber Kausalit

�

aten sagen zu k

�

onnen, mu� man bereits etwas

�

uber bestehende Kausalverh

�

altnisse wissen. Au
h mit Hilfe von Partitionen

l

�

a�t si
h der probabilistis
he Ansatz ni
ht verwirkli
hen, weil eine komplette

Reduktion auf Wahrs
heinli
hkeiten nur

�

uber Partitionierung entlang (an-

derer) Kausalverh

�

altnisse zu erledigen w

�

are | die dann au
h zu reduzieren
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w

�

aren. Da� dies

"

im wirkli
hen Leben\ au
h so ist, zeigt das von Cart-

wright zitierte Beispiel (vgl. [9℄, S. 37), in wel
hem bei der Untersu
hung

von (vermuteter) sexueller Diskriminierung w

�

ahrend der Zulassungen zu ei-

ner Universit

�

at eine Partition der Studenten na
h k

�

unftigen Fakult

�

aten als

vern

�

unftig und relevant anerkannt wird, die Partition in gute beziehungs-

weise s
hle
hte Rolls
huhl

�

aufer jedo
h ni
ht anerkannt worden w

�

are.

An dieser Stelle geht die Kritik an der Abs
hirm{Bedingung in ihren ver-

s
hiedenen Varianten in ein allgemeineres Argument

�

uber. Selbst wenn wir

in der Lage w

�

aren, zuverl

�

assig wahre Kausalurteile aus statistis
hen Daten

zu gewinnen, bleibt deren Charakter als probabilistis
he Urteile. Sie sind

generell ohne die M

�

ogli
hkeit, auf entspre
hende singul

�

are S

�

atze s
hlie�en.

Selbst ein so prominenter Vertreter des probabilistis
hen Ansatzes wie Sup-

pes erkennt an, da� es in der Natur der Wahrs
heinli
hkeitstheorie und ihrer

Anwendungen liegt, da� der S
hlu� vom Allgemeinen auf das Partikul

�

are

ni
ht selbst ein mathematis
h g

�

ultiger S
hlu� ist (vgl. [109℄). Eine reine

probabilistis
he Theorie der Kausalit

�

at ist demna
h unvollst

�

andig.

4.2 Singul

�

are und generelle Kausalit

�

at

4.2.1 Kausale Rahmen

Bis hierher habe i
h mi
h vorwiegend f

�

ur Kausalit

�

at als Relation zwis
hen

singul

�

aren Ereignissen interessiert. Singul

�

are Kausalaussagen sind Aussagen

�

uber die kausale Abh

�

angigkeit (und damit au
h das Vorkommen) von ein-

zelnen, raum{zeitli
h lokalisierten und konkreten Dingen zusto�enden Er-

eignissen. Allerdings gibt es daneben no
h die Aussagen

�

uber Kausalzu-

sammenh

�

ange, die allgemeiner formuliert sind. Hier sind Beispiele f

�

ur beide

Sorten von Aussagen:

(i) Adams r

�

u
ksi
htsloses Fahren vorletzte Na
ht verursa
hte

seinen Zusammensto� mit Marys Auto auf der Hauptstra�e.

(ii) Marys r

�

u
ksi
htsloses Fahren gestern Morgen verursa
hte

den einzigen Verkehrsunfall an dieser speziellen Ampelkreu-

zung am gestrigen Tage.

(iii) R

�

u
ksi
htsloses Fahren verursa
ht Fahrzeugzusammenst

�

o�e.

(iv) R

�

u
ksi
htsloses Fahren verursa
ht Verkehrsunf

�

alle.

(v) Fahren verursa
ht Verkehrsunf

�

alle.

Die ersten beiden Aussagen sind singul

�

are Kausalaussagen, ob sie wahr oder

fals
h sind, h

�

angt von den tats

�

a
hli
hen Ges
hehnissen ab. Dazu geh

�

ort in
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erster Linie, ob die

"

beteiligten\ Ereignisse

�

uberhaupt vorgekommen sind.

Marys Anwalt wird ihr raten, das f

�

ur das r

�

u
ksi
htslose Fahren im ersten

Fall zu behaupten, im zweiten Fall zu bestreiten. Immerhin gibt es aber

daf

�

ur Kriterien, die zumindest teilweise

�

uberpr

�

ufbar sind: Witterungs- und

Stra�enverh

�

altnisse und dazu in Relation die Ges
hwindigkeit der Fahrzeu-

ge, ihre relative Position zueinander und so fort. Wenn das gekl

�

art ist, so

m

�

ussen unter Umst

�

anden andere vermutete oder behauptete Ursa
hen aus-

ges
hlossen oder gewi
htet werden, wie beispielsweise der te
hnis
he Zustand

der Fahrzeuge und der Ampelanlage, die Reaktionen des anderen Unfall-

beteiligten und weitere. S
hlie�li
h k

�

onnen die vermutli
h S
huldigen au
h

befragt werden, und in einer idealen Situation kann es vorkommen, da�

Adam (oder eben Mary) aufgrund seiner pers

�

onli
hen Einsi
ht in sein Ver-

halten und seine Einstellungen zugibt, da� es seine r

�

u
ksi
htslose Fahrweise

war, die an jenem Tag den Zusammensto� verursa
ht hat. Die letzten drei

Beispiels

�

atze spielen jedenfalls bei der Er

�

orterung der Wahrheit der ersten

beiden keine Rolle, jeder Bes
huldigte und sein Re
htsanwalt w

�

urde sol
he

Versu
he unterbinden. S
hlie�li
h kann es sein, da� Adam (um beim ersten

Beispiel zu bleiben) zwar r

�

u
ksi
htslos gefahren ist, dieser konkrete Unfall

jedo
h dadur
h verursa
ht wurde, da� Mary auf der fals
hen Stra�enseite

gefahren ist. Wahrs
heinli
h werden beide Parteien im Lewis{Stil den Fall

er

�

ortern, ob der Unfall h

�

atte vermieden werden k

�

onnen, wenn Adam langsa-

mer, aufmerksamer und defensiver gefahren w

�

are. Im Unters
hied zu Lewis

Konzeption ist praktis
h aber ziemli
h klar, wel
he Teile der Realit

�

at ni
ht

kontrafaktis
h ge

�

andert werden d

�

urfen | Witterungs- und Stra�enverh

�

alt-

nisse, Marys Verhalten und ihre Ges
hwindigkeit, der te
hnis
he Zustand,

�

uber den eben gespro
hen wurde, eben alle die Daten, die selbst kausal re-

levant sein k

�

onnten. Bei Lewis ist Adams r

�

u
ksi
htsloses Fahren vermutli
h

in jedem Falle Ursa
he f

�

ur den Unfall:

Betra
hten wir die kontrafaktis
he Welt, in der Adam r

�

u
ksi
hts-

voller fuhr und ansonsten alles m

�

ogli
hst so ist, wie in unserer

realen Welt. Dort ist Adam zur glei
hen Zeit losgefahren, aber

da er langsamer fuhr, war Mary s
hon an der Unfallstelle vor-

bei, als Adam dort ankam. Adam konnte in jener Welt an dem

Unfall gar ni
ht beteiligt sein. Eine Welt, in der er langsamer

fuhr, aber fr

�

uher mit seiner Tour begann (um re
htzeitig zum

Unfall zur Stelle zu sein), s
heint mir stets un

�

ahnli
her der rea-

len sein als die eben bes
hriebene | s
hon weil er in dieser all

das ni
ht tun konnte, was er in der realen Welt unmittelbar vor

dem Losfahren tat.



214 KAPITEL 4. KAUSALIT

�

AT

In [38℄ und [39℄ wird

�

ubrigens zu Re
ht vermutet, da� Suppes' und die mei-

sten anderen probabilistis
hen Kausaltheorien unter der Voraussetzung, da�

r

�

u
ksi
htsloses Fahren die Wahrs
heinli
hkeit von Unf

�

allen erh

�

oht, Adams

r

�

u
ksi
htslosem Fahren au
h dann die S
huld an dem Zusammensto� geben

w

�

urden, wenn Mary auf der fals
hen Stra�enseite gefahren ist (vgl. dazu

die De�nition der Kausalit

�

at 70). Hier ist das Problem allerdings der ni
ht

erlaubte S
hlu� vom generellen auf den singul

�

aren Fall.

Die Bewertung von Kausalaussagen setzt also stets ein Wissen um andere

Kausalaussagen, um funktionierende stabile andere Kausalzusammenh

�

ange

voraus. In diesem Sinne ist die M

�

ogli
hkeit oder Unm

�

ogli
hkeit, einen Wahr-

heitswert f

�

ur singul

�

are Kausalaussagen zu �nden, tats

�

a
hli
h au
h vom Wis-

sen

�

uber die Wahrheit genereller Kausalaussagen abh

�

angig | aber norma-

lerweise eben gerade ni
ht von den generellen Kausalaussagen, die Generali-

sierungen der singul

�

aren und in Frage stehenden sind. Da� Bremsen, die so

vers
hlissen sind wie Marys, ein Auto wie das von Mary ni
ht hinrei
hend

s
hnell zum Stehen bringen, kann als generelle Kausalaussage formuliert

werden, und die Wahrheit des ersten, singul

�

aren, Beispielsatzes ist viellei
ht

von dieser generellen Aussage abh

�

angig. Das ganze Problem ist unter ver-

s
hiedenen Namen bekannt, als

"

Rahmen{Problem\, unter den Sti
hworten

"

kausales Feld\ oder

"


eteris paribus{Bedingung\. Ni
ht nur f

�

ur die Analyse

mit Hilfe von kontrafaktis
hen Konditionalen, sondern au
h f

�

ur die proba-

bilistis
he und die Regularit

�

atsanalyse von Kausalit

�

at m

�

ussen die kausalen

Rahmen konstant gehalten werden.

Es ist wi
htig, zu verstehen, da� diese

�

Uberlegungen keine tragfeste Grund-

lage f

�

ur einen Zirkelvorwurf gegen Konzeptionen bieten, die von singul

�

arer

Kausalit

�

at ausgehen. Einerseits sind es stets andere generelle Kausalaussa-

gen, die Teil des kausalen Rahmens f

�

ur eine singul

�

are Kausalaussage sind,

so da� diese ni
ht auf eine generalisierte Variante von si
h selbst zur

�

u
k-

gef

�

uhrt wird. Andererseits geht es bei dem oben beispielhaft bes
hriebenen

Verfahren ni
ht um die Wahrheit der singul

�

aren Aussage, die von der Wahr-

heit genereller abh

�

angt, sondern um unsere S
hwierigkeiten, die Wahrheit

der ersten erfahren zu k

�

onnen, ohne auf Wissen

�

uber Wahrheit der letzte-

ren zur

�

u
kzugreifen. Sol
he S
hwierigkeiten sind h

�

au�g da, dies zeigt, da�

die

�

ubli
hen Methoden zur Evaluierung von einzelnen Kausalaussagen auf

der Basis von einem allgemeinen umgangsspra
hli
hen oder wissens
haftli-


hen Verst

�

andnis von Kausalit

�

at erfolgen. Dieses Verst

�

andnis wird in seinen

Grundlagen si
herli
h einge

�

ubt und ni
ht de�niert. Daher sind meines Er-

a
htens au
h Versu
he zu erkl

�

aren, die Kausalrelationen

�

uber Handlungen

zu de�nieren oder do
h zumindest explizieren zu wollen. In diesem Zusam-
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menhang mag von Wright Re
ht mit der These haben, da� wir weder die

Kausalit

�

at no
h die Unters
hiede zwis
hen blo�en konstanten Konjunktio-

nen und gesetzm

�

a�igen Verbindungen verstehen k

�

onnen, ohne auf Vorstel-

lungen

�

uber den Vollzug von Handlungen zu rekurrieren (vgl. [118℄, S. 68).

Wir wissen selbstverst

�

andli
h s
hon, was Kausalit

�

at ist (von den Ergebnissen

unserer Handlungen her, beispielsweise), und wir wissen au
h einiges

�

uber

die Kausalbeziehungen in der Welt, wenn wir die Frage na
h einem eventuell

bestehenden kausalen Zusammenhang stellen und beantworten. Dies ist kein

Zirkel.

Die Kenntnis des kausalen Rahmens ist im

�

Ubrigen au
h ni
ht in allen F

�

allen

notwendig, um einen Zusammenhang als kausal zu erkennen. Singul

�

are Kau-

salaussagen k

�

onnen als wahr erkannt werden, weil man unmittelbar an den

betre�enden Ereignissen teilnimmt, weil man sie sieht und h

�

ort und von ih-

nen betro�en ist. Zu sol
hen Ereignissen geh

�

ort ni
ht nur das immer wieder

in der Literatur anzutre�ende Beispiel vom explodierenden Glas:

Auf dem Tis
h steht ein Glas mit einer Fl

�

ussigkeit. Jemand l

�

a�t

einen einzelnen Tropfen einer (ebenfalls unbekannten) Fl

�

ussig-

keit in das Glas fallen, wel
hes sofort explodiert.

Das Tropfen der einen Fl

�

ussigkeit in die andere war die Ursa
he f

�

ur diese

Explosion. Weitere Beispiele sind:

Das Aufstehen einer Person vom Platz, na
hdem sie darum ge-

beten wurde.

Das Splittern eines Fensters, na
hdem ein Fu�ball dagegenge
o-

gen ist.

Das Na�werden, na
hdem jemand den Hebel am Rasensprenger

umgelegt hat.

Die Dru
kemp�ndungen, die man an seinem eigenen K

�

orper bei

entspre
henden Gelegenheiten versp

�

urt.

Nat

�

urli
h gibt es in jedem einzelnen Fall die M

�

ogli
hkeit von Fehlern,

F

�

als
hungen und vors

�

atzli
hen L

�

ugen | das ist aber ni
hts spezi�s
hes f

�

ur

die Kausalaussagen. Au
h die Aussage

"

Jene Kugel dort ist rot\ kann fals
h

sein, obwohl sie mir wahr ers
heint (weil i
h mi
h irre, weil sie jemand k

�

unst-

li
h irref

�

uhrend ausgeleu
htet hat, weil i
h mi
h auf das Urteil einer Person

verlassen habe, die si
h einen Spa� mit mir erlaubt). Das

�

andert ni
hts dar-

an, da� i
h | wenn i
h die Farbpr

�

adikate erst gelernt habe | prinzipiell in

der Lage bin, rote Gegenst

�

ande zu erkennen, wenn i
h sie sehe. Genau so er-

kenne i
h au
h viele vorliegende singul

�

are Kausalzusammenh

�

ange. Davidson



216 KAPITEL 4. KAUSALIT

�

AT

meint, da� au
h in sol
hen F

�

allen wie in den Beispielen generelle Aussagen

die Grundlage bilden. Wir wissen viellei
ht ni
ht, wel
he genau das sind,

aber die Behauptung, da� ein singul

�

arer kausaler Zusammenhang vorliegt,

impliziert die Existenz sol
her genereller Zusammenh

�

ange. Mir s
heint die

postulierte Existenz sol
her Entit

�

aten eine st

�

arkere und zudem ni
ht notwen-

dige Annahme zu sein als die von ni
ht{notwendigen, ni
ht dur
h Gesetze

oder Regularit

�

aten gesteuerten singul

�

aren Verursa
hungen.

Generelles Verursa
hen, Typ{Kausalit

�

at, spielt denno
h eine gro�e Rolle

in der Umgangsspra
he. Wie die dritte und die vierte Aussage im Beispiel

zeigen, gibt es wahre generelle Aussagen

�

uber Kausalverh

�

altnisse auf ver-

s
hiedenen Niveaus, wie die f

�

unfte zeigt, lassen si
h ni
ht beliebige wahre

generelle Aussagen tre�en, indem man von g

�

ultigen singul

�

aren Aussagen

(wie in (i)) ausgehend einfa
h Ereignistypen bildet. Wie ist das also mit der

Typ{Kausalit

�

at?

4.2.2 Quanti�zierte Kausalaussagen

Betra
hten wir no
hmals den Beispielsatz

"

R

�

u
ksi
htsloses Fahren verur-

sa
ht Unf

�

alle\. Dieser und andere sol
he S

�

atze k

�

onnen mindestens auf eine

der folgenden Weisen verstanden werden:

(i) Jeder Fall von r

�

u
ksi
htslosem Fahren verursa
ht einen Unfall.

(ii) Jeder Unfall ist dur
h einen Fall r

�

u
ksi
htslosen Fahrens verursa
ht.

(iii) Alle F

�

alle von r

�

u
ksi
htslosem Fahren | und keine anderen Ereignisse

| verursa
hen Unf

�

alle.

(iv) Es gibt F

�

alle von r

�

u
ksi
htslosem Fahren und Unf

�

alle derart, da� er-

stere die letzteren verursa
ht haben.

(v) Wenn F

�

alle von r

�

u
ksi
htslosem Fahren vorkommen, kommen au
h

Unf

�

alle vor.

(vi) Wenn weniger F

�

alle von r

�

u
ksi
htslosem Fahren vorkommen w

�

urden,

w

�

urden au
h weniger Unf

�

alle vorkommen.

(vii) Die meisten F

�

alle von r

�

u
ksi
htslosem Fahren verursa
hen einen Un-

fall.

(viii) Die meisten Unf

�

alle sind dur
h F

�

alle von r

�

u
ksi
htslosem Fahren ver-

ursa
ht.
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(ix) Normalerweise, unter

�

ubli
hen sonstigen Bedingungen, verursa
ht je-

der Fall von r

�

u
ksi
htslosem Fahren einen Unfall.

Man kann si
her zustimmen, da� alle diese Interpretationen den Sinn von

"

R

�

u
ksi
htsloses Fahren verursa
ht Unf

�

alle\ so in etwa tre�en, keine von

ihnen diesen umgangsspra
hli
hen Sinn ganz genau tri�t. Besser gesagt, es

gibt keinen einzigen, eindeutigen und dominierenden explizierbaren Sinn sol-


her Aussagen: In der nat

�

urli
hen Spra
he verwenden wir vermutli
h meist

eine Mis
hung vers
hiedener Interpretationen, wenn wir jemanden den Sinn

sol
her genereller Kausalaussagen vermitteln wollen. Die Interpretationen

sind, genau wie die folgenden formalen Explikationen, also zu stark oder

zu s
hwa
h, je na
h intendiertem Sinn, aber gut verst

�

andli
h. Ist das ein

Problem f

�

ur die Kausaltheorie?

Das ist si
herli
h ein Problem f

�

ur die Kausaltheorie, weil si
h sol
he generel-

len Aussagen ni
ht sauber und eindeutig in eine formale Spra
he

�

ubersetzen

lassen. Wir tre�en sie immerfort:

"

Rau
hen verursa
ht Krebs\,

"

Steuererh

�

o-

hungen verursa
hen Kapital
u
ht\,

"

Computereinsatz verursa
ht Wettbe-

werbsvorteile\. Man h

�

ort aber beispielsweise no
h

�

ofter

"

Amerikaner lieben

Fast Food\,

"

Franzosen sind stolz auf ihre Spra
he\ und

"

Deuts
he sind hu-

morlos\! Diese S

�

atze sind ebenfalls ni
ht eindeutig mit

"

alle\,

"

einige\,

"

die

meisten\,

"

es gibt wel
he\ und so fort zu

�

ubersetzen. Es handelt si
h also

ni
ht um ein Problem der Kausaltheorie. In der im ersten Kapitel eingef

�

uhr-

ten Terminologie sind alle sol
hen Ausdr

�

u
ke | ob mit einem Kausalpr

�

adi-

kat oder mit anderen Pr

�

adikaten | lokal und generell. Ihre Wahrheit oder

Fals
hheit ist davon abh

�

angig, auf wel
hen dann und dort statt�ndenden

Ursa
he{Fall und auf wel
hen dann und dort statt�ndenden Wirkungs{Fall

si
h der Satz bezieht. Streng genommen sind das ohne diese Information

no
h ni
ht einmal Aussagen. Die naheliegende Strategie besteht dann darin,

die S

�

atze zu universalisieren und zu singularisieren, vorzugsweise dur
h die

Verwendung entspre
hender Quantoren. I
h will die Quantoren

�

uber Raum{

Zeit{Gebiete hier ni
ht betra
hten, sondern mi
h auf Quanti�kation

�

uber Er-

eignistemini bes
hr

�

anken. Hat man Quantoren

�

uber Ereignistermini, dann

kann man zumindest man
he der oben genannten Interpretationen au
h for-

mal explizieren.

Bei der De�nition der Ereigniss
hemata wurden im ersten Kapitel ohne wei-

tere Erl

�

auterungen die All- und Existenzquantoren � und � verwendet. In

[91℄ und [93℄ ist eine Logik f

�

ur diese Quantoren mit folgender Semantik

bes
hrieben:
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De�nition 71

Es seien v

i

und w

i

jeweils singul

�

are und generelle Termini, P

n

i

n{stellige

Pr

�

adikattermini, D eine ni
htleere Menge und � eine Funktion, f

�

ur die fol-

gendes gilt:

�(v

i

) = x

i

; x

i

2 D;

�(w

i

) = X

i

; X

i

� D;

�(P

n

i

) = X

n

i

; X

n

i

2 P(D):

Es sei M = hD; �i, und j= habe die

�

ubli
hen Eigens
haften bez

�

ugli
h der

aussagenlogis
hen Operatoren. Dann wird de�niert:

M j= f

n

(i

1

; : : : ; i

n

) =

df

h�(i

1

); : : : ; �(i

n

)i 2 �(f

n

)

M j= t

�

i

1

* t

�

i

2

=

df

�(i

1

) � �(i

2

)

M j= �iA(i) =

df

M j= A

0

f

�

ur alle A

0

, die dur
h Ersetzung

des generellen Terminus i dur
h alle sin-

gul

�

aren Termini j erhalten werden, f

�

ur die

gilt: �(j) 2 �(i).

M j= �iA(i) =

df

M j= A

0

f

�

ur ein A

0

, das dur
h Ersetzung des

generellen Terminus i dur
h einen singul

�

aren

Terminus j erhalten wird, f

�

ur wel
hen gilt:

�(j) 2 �(i).

Es handelt si
h also um eine Substitutionssemantik, in der f

�

ur generelle Ter-

mini beim Beseitigen der Quantoren nur Termini eingesetzt werden d

�

urfen,

die erstere der Bedeutung na
h eins
hlie�en.

Es ist nun ni
ht s
hwierig, unters
hiedli
he Au�assungen von Typ{Ver-

ursa
hung darzustellen. Dazu seien �

�

und �

�

Ereignistypen, und �

i

und �

i

seien entspre
hende Token (das hei�t, f

�

ur alle i gilt t

�

�

i

* t

�

�

�

, und f

�

ur �

entspre
hend). M

�

ogli
he Interpretationen f

�

ur generelle Kausalaussagen vom

Typ

"

�s verursa
hen �s\ sind:

De�nition 72

(i) U

TYP

(�

�

; �

�

) =

df

��

�

��

�

U(�

�

; �

�

)

Alle �{Typ{Ereignisse verursa
hen �{Typ{Ereignisse.

(ii) U

TYP

(�

�

; �

�

) =

df

��

�

��

�

U(�

�

; �

�

)

Alle �{Typ{Ereignisse werden von �{Typ{Ereignissen verursa
ht.

(iii) U

TYP

(�

�

; �

�

) =

df

��

�

��

�

U(�

�

; �

�

) ^��

�

��

�

U(�

�

; �

�

)

Alle �{Typ{Ereignisse und nur diese verursa
hen �{Typ{Ereignisse.
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(iv) U

TYP

(�

�

; �

�

) =

df

��

�

��

�

U(�

�

; �

�

)

Es gibt �{Typ{Ereignisse, die �{Typ{Ereignisse verursa
hen.

(v) U

TYP

(�

�

; �

�

) =

df

��

�

��

�

(�(�

�

) �! U(�

�

; �

�

)) | Wenn �{

Typ{Ereignisse vorkommen, verursa
hen sie �{Typ{Ereignisse.

Mit Hilfe des Konditionaloperators �! und von Modalit

�

aten N und

M lassen si
h weitere Explikationen angeben, beispielsweise f

�

ur das kon-

trafaktuale

"

Wenn es keine �{Typ{Ereignisse gibt, gibt es au
h keine �{

Typ{Ereignisse\ und f

�

ur Cartwrights

"

�{Typ{Ereignisse ma
hen �{Typ{

Ereignisse m

�

ogli
h\ (vgl. [10℄, S. 95). Interessant in diesem Zusammenhang

ist, da� si
h die logis
hen Eigens
haften der Relation U

TYP

bei diesem Zu-

gang aus denen der Quantoren, des Konditionaloperators und der Relati-

on U herleiten lassen. Na
h der vorherrs
henden Meinung ist die Relation

der generellen Verursa
hung im Gegensatz zur singul

�

aren Kausalit

�

at ni
ht

transitiv | man kann allerdings nur an Beispielen erkl

�

aren, wieso eigent-

li
h ni
ht. Gesetzt den Fall, U ist transitiv und wir de�nieren U

TYP

wie in

(i), dann ist U

TYP

nat

�

urli
h ebenfalls transitiv. W

�

ahlen wir bei glei
hem U

die De�nition in (iv), ist dem ni
ht so. Wie man allerdings zu dem Wissen

kommt, da� alle �{Typ{Ereignisse �{Typ{Ereignisse verursa
hen, kann hier

ni
ht gekl

�

art werden. Das ist das alte Induktionsproblem, g

�

ultig f

�

ur alle ge-

nerell quanti�zierten Aussagen. Wel
he der De�nitionen gew

�

ahlt wird, mu�

festgelegt werden. H

�

au�g wird es eine Verwendung sein, die dur
h mehr als

eine dieser Festlegungen 
harakterisiert wird.

4.2.3 Vagheit und

�

Ahnli
hkeit

Die in der De�nition eben vorges
hlagenen Verwendungsweisen haben den

Na
hteil, entweder zu stark oder zu s
hwa
h zu sein. Es gibt zwei grunds

�

atz-

li
he Methoden, n

�

aher an die in der nat

�

urli
hen Spra
he

�

ubli
he Verwendung

von Kausaltermini heranzukommen. Zun

�

a
hst ist da die De�nition eines va-

gen Quantors. Er soll eine Interpretation von Typ{Verursa
hung zulassen,

die am ehesten mit

"

�

Ubli
herweise verursa
hen �{Typ{Ereignisse �{Typ{

Ereignisse\ expliziert ist. Dazu betra
hten wir zun

�

a
hst no
hmals den Fall

des r

�

u
ksi
htslosen Fahrens:

"

R

�

u
ksi
htsloses Fahren verursa
ht Unf

�

alle\ hei�t

"

Normalerwei-

se, unter

�

ubli
hen Bedingungen, verursa
ht r

�

u
ksi
htsloses Fah-

ren Unf

�

alle\. Allerdings betra
hten wir dabei meist nur die F

�

alle,

in denen Unf

�

alle vorkamen, r

�

u
ksi
htslos gefahren wurde und

weiter keine besonderen, den Unfall unter Umst

�

anden sogar er-

zwingenden Bedingungen vorlagen. In diesen F

�

allen nehmen wir
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jedo
h bis auf Widerruf (bis wir erfahren haben, da� Mary auf

der fals
hen Stra�enseite fuhr) an, da� das r

�

u
ksi
htslose Fahren

tats

�

a
hli
h die Ursa
he war.

Die folgende De�nition betri�t einen Quantor, der dies zu modellieren ver-

su
ht. Er verh

�

alt si
h wie ein Allquantor, l

�

a�t aber explizit Ausnahmen zu:

De�nition 73

Sei M wie in De�nition 71. Dann gilt:

M j= riA(i) =

df

M j= A

0

f

�

ur alle A

0

, die aus A dur
h das Er-

setzen des generellen Subjektterminus i dur
h

alle singul

�

aren Subjekttermini j derart erhal-

ten werden k

�

onnen, da� gilt �(j) 2 �(i) und

f

�

ur die ni
ht gilt M j=� A

0

.

In der von mir intendierten Leseweise w

�

urde rwP (w) wahr sein, wenn

w f

�

ur

"

V

�

ogel\ und P f

�

ur

"


iegen k

�

onnen\ steht: Man kann davon ausgehen,

da� alle V

�

ogel 
iegen k

�

onnen, bis auf in den bekannten Ausnahmen der

Strau�e, Pinguine und so fort. Finden wir eine neue Vogelart, dann k

�

onnen

wir zun

�

a
hst annehmen, da� sie 
iegen k

�

onnen | bis zum Na
hweis des

Gegenteils. F

�

ur eine lo
kere Interpretation von generellen Kausalaussagen

l

�

a�t si
h r sehr gut verwenden:

De�nition 74

U

TYP

(�

�

; �

�

) =

df

��

�

��

�

(�(�

�

) ^�(�

�

)) �! r�

�

��

�

U(�

�

; �

�

);

oder

U

TYP

(�

�

; �

�

) =

df

��

�

��

�

(�(�

�

) ^�(�

�

)) �! r�

�

��

�

U(�

�

; �

�

).

Die Regeln f

�

ur die Verwendung von r sind re
ht s
hwa
h, insbeson-

dere wegen der negativen Eins
hr

�

ankung in De�nition 73. Gerade darum

entspre
hen die De�nitionen 74 jedo
h dem

�

ubli
hen Gebrau
h von

"

Ur-

sa
he\ weitgehend. An so de�nierten Kausalrelationen

�

uber Ereignistypen

l

�

a�t si
h genau jene

"

Eigens
haftslosigkeit\ ablesen, die von Vertretern sin-

gul

�

arer Verursa
hung so h

�

au�g moniert wird. Wie au
h f

�

ur die weiter oben

vorges
hlagenen De�nitionen k

�

onnen die in De�nition 74 bes
hriebenen Re-

lationen weiter ausgestaltet werden.

Das Verh

�

altnis von Typ- und Token{Verursa
hung bes
hr

�

ankt si
h ni
ht auf

die m

�

ogli
he De�nition des einen dur
h das andere. Es gibt eine wesentli
he

Eigens
haft man
her Kausalrelationen, die man
hmal au
h f

�

ur alle gefordert

wird | die quasi{modus ponens{Regel:

Wenn U(�; �) ^�(�); dann �(�):
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So, wie sie dasteht, besagt die Regel no
h ni
hts. Ist die Relation U eine

singul

�

are Kausalrelation und die � und � sind singul

�

are Ereignisse, dann ist

sie trivial | bereits aus dem ersten Konjunktionsglied folgt die Folgerung

wegen der Existenzbelastung pr

�

adikativer Aussagen. F

�

ur die oben de�nier-

ten F

�

alle von genereller Verursa
hung und � und � als Ereignistypen gilt

sie au
h s
hon allein deshalb, weil Typ{Verursa
hung Token{Verursa
hung

voraussetzt und diese existenzbelastet ist. Viel interessanter ist der Sinn der

mit der Regel verbundenen Forderung, da� n

�

amli
h Kausalrelationen in ei-

nem gewissen Ma�e stabil sein sollen. Der Hintergrund ist eine postulierte

oder erwartete Wiederholbarkeit, Testbarkeit, Glei
hf

�

ormigkeit der kausalen

Abl

�

aufe:

Wenn der Kurzs
hlu� unter ganz bestimmten Bedingungen einen

Brand verursa
ht hat, so wird jeder Kurzs
hlu� unter diesen Be-

dingungen einen Brand verursa
hen. Etwas ist kausal bedingt,

wenn man es voraussagen kann (vgl. [78℄, S. 274). Eine Ursa-


he ist etwas, dem ein anderes regelm

�

a�ig folgt (vgl. [42℄, die

ber

�

uhmte De�nition). Glei
he Ursa
hen bewirken glei
he Wir-

kungen (vgl. Davidsons Identit

�

atskriterium). Ursa
he und Wir-

kung m

�

ussen einander

�

ahnli
h, oder do
h zumindest proportional

sein | je kr

�

aftiger die Ursa
he, desto kr

�

aftiger die Wirkung (vgl.

[29℄, S. 136).

F

�

ur Typ{Kausalit

�

at l

�

a�t si
h der all diesen Bemerkungen zugrundeliegen-

de Gedanke derart ausdr

�

u
ken, da� sol
he Kausalaussagen allquanti�ziert

sind. Wie s
hon erw

�

ahnt, wird das aber von vielen als zu streng empfunden.

Viel interessanter ist es jedo
h, dies als Forderung an singul

�

are Kausalit

�

at

aufzufassen.

"

Glei
he Ursa
hen | glei
he Wirkungen\ mit Hilfe der Iden-

tit

�

at von Ereignissen zu explizieren, f

�

uhrt allerdings zu einer Trivialit

�

at. Im

bu
hst

�

abli
hen Sinne k

�

onnen identis
he Ereignisse ni
ht wiederkehren, und

die Wirkungen, die ein Ereignis hat, hat es nat

�

urli
h unabh

�

angig davon, wie

oft wir es (das selbe) betra
hten. Das ist au
h ni
ht gemeint, gemeint sind

eher Aussagen wie

"

�

Ahnli
he Ursa
hen produzieren

�

ahnli
he Wirkungen\,

oder

"

Je

�

ahnli
her die Ursa
hen sind, desto

�

ahnli
her sind si
h die Wir-

kungen\. In diesem Sinne kann man au
h von Wiederkehr mit beliebiger

Genauigkeit spre
hen:

De�nition 75

Das singul

�

are Ereignis � kehrt genau dann wieder, wenn es ein singul

�

ares

Ereignis �

0

gibt, die konstituierenden S

�

atze von � und �

0

si
h nur in der

Zeitkoordinate so unters
heiden, da� t

�

< t

�

0

gilt.
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Die De�nition 75 de�niert die strengste Form von Wiederkehr, bei der den-

selben Dingen am selben Ort dasselbe zust

�

o�t. Auf o�ensi
htli
he Weise l

�

a�t

si
h das abs
hw

�

a
hen. F

�

ur alle sol
hen De�nitionen gilt:

Satz 20

Ereignisse kehren als

�

ahnli
he Ereignisse wieder.

Dies folgt aus der De�nition f

�

ur

�

Ahnli
hkeit und f

�

ur die S
hemabildung.

So sind die beiden S

�

atze oben au
h als Stabilit

�

atsforderung interpretierbar:

"

Wiederkehrende Ursa
hen produzieren

�

ahnli
he Wirkungen.\

Dieser Satz ist hier kein Theorem und ni
ht selbstverst

�

andli
h Bestand-

teil jeder Kausaltheorie. In einer Kausaltheorie na
h dem

"

Covering law\{

Vorbild ist er ableitbar (vgl. [80℄, S. 31 f.), in anderen ist er ledigli
h still-

s
hweigendes Postulat. Wie m

�

u�te dieser Satz expliziert werden?

Es seien S und S

>

die beiden in Abs
hnitt 1.8 in den De�nitionen 35

und 37 auf den Seiten 100 und 102 de�nierten

�

Ahnli
hkeitsrelationen (erstere

die einfa
he, letztere die komparative

�

Ahnli
hkeit). Dann wird im folgenden

Postulat festgelegt, da� es bei

�

ahnli
hen Ursa
hen stets au
h eine

�

ahnli
he

Wirkung gibt (es kann aber au
h weitere, un

�

ahnli
he geben) und da� einan-

der mehr

�

ahnelnde Ursa
hen stets au
h einander mehr

�

ahnelnde Wirkungen

haben:

Postulat 19

Es seien die �s und �s generelle Ereignisse. Dann gilt:

(i) ����

1

����

1

(S(�; �

1

) ^ U(�; �) �! S(�; �

1

) ^ U(�

1

; �

1

)),

(ii) ��

1

��

2

��

3

��

4

��

1

��

2

��

3

��

4

(

(S

>

((�

1

; �

2

); (�

3

; �

4

)) ^ U(�

1

; �

1

) ^ U(�

2

; �

2

) ^ U(�

3

; �

3

) ^ U(�

4

; �

4

)

�! S

>

((�

1

; �

2

); (�

3

; �

4

))).

Dieses Postulat kann ebenfalls an speziellere Bed

�

urfnisse angepa�t wer-

den. Es bes
hreibt im ersten Teil eine Variante von Typ{Verursa
hung,

n

�

amli
h da� �{Typ{Ereignisse von der Art sind, da� wenn eines ein �{

Typ{Ereignis verursa
ht, sie dies alle tun. Mit dem zweiten Teil fordert es,

da� beispielsweise sp

�

atere Ursa
hen sp

�

atere Wirkungen haben, da� B

�

alle,

die ein Fenster auf

�

ahnli
he Weise tre�en, es au
h auf

�

ahnli
he Weise split-

tern lassen und so fort. Wir sind im praktis
hen Leben genau an sol
hen

Zusammenh

�

angen interessiert | �nde i
h einen S
halter an der Wand so

wie in meiner Wohnung, erwarte i
h, da� sein Bet

�

atigen wie bei mir die

Lampe zum Leu
hten bringt. F

�

ur sol
he Kausalrelationen, f

�

ur die das Po-

stulat oben gilt, gilt au
h der erw

�

ahnte quasi{modus ponens. Er besagt, da�
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wenn eine sol
herart stabile Kausalrelation zwis
hen zwei singul

�

aren Ereig-

nissen vorliegt, ein

�

ahnli
hes Ursa
he{Ereignis zur Erwartung eines

�

ahnli-


hen Wirkungs{Ereignisses bere
htigt. Das jedo
h s
heint mir ni
ht immer

der Fall zu sein.

4.3 Transitivit

�

at

In dieser Arbeit wird, wie bereits im Vorwort angek

�

undigt wurde, keine

positive Theorie der Kausalit

�

at angeboten. Es sind vers
hiedene einzelne

Probleme und S
hwierigkeiten, die angespro
hen, gel

�

ost und

�

uberwunden

werden sollen. Die Rolle der Transitivit

�

at der Kausalrelationen ist eine der

am h

�

au�gsten diskutierten und au�

�

alligsten Fragen f

�

ur die meisten Kausal-

relationen und ihre Anwendungen, obwohl si
h

�

uberras
henderweise nahezu

alle Autoren einig sind, da� die Kausalrelation transitiv ist. Wieso eigent-

li
h? Ein wesentli
her Grund daf

�

ur ist ein ontologis
her: Wie wir sehen wer-

den, erm

�

ogli
ht die Transitivit

�

at die problemlose Anbindung von kausaler

und temporaler Ausri
htung. Beides sind dann partielle Ordnungen.

4.3.1 Verantwortli
hkeit und Transitivit

�

at

Joerden ma
ht in [45℄, Seite 26 �. auf ein Problem aufmerksam, was bei der

(strafre
htli
hen) Zus
hreibung von Verantwortli
hkeit auftritt. Verantwort-

li
hkeit ist eine Relation zwis
hen Personen und Sa
hverhalten, man sagt,

jemand sei f

�

ur das Vorliegen eines Sa
hverhaltes verantwortli
h. Das Eintre-

ten eines Ereignisses oder das Vorliegen eines Sa
hverhaltes ges
hieht aber in

einer Kausalkette von Ereignissen, und Verantwortli
hkeit kann sozusagen

nur innerhalb, und ni
ht au�erhalb dieser Kette zuges
hrieben werden. F

�

ur

sol
he Ketten zitiert Joerden drei M

�

ogli
hkeiten der Erkl

�

arung von Ereig-

nissen, die Grundlage einer Konzeption der Zus
hreibung von Verantwort-

li
hkeit sein k

�

onnten:

(i) Man kann den Eintritt eines Ereignisses als Wirkung ei-

ner bestimmten unmittelbar vorhergehenden Ursa
he er-

kl

�

aren. Diese Erkl

�

arung bleibt unvollst

�

andig, solange die

Ursa
he ni
ht erkl

�

art wird, gegebenenfalls dur
h deren un-

mittelbar vorhergehende Ursa
he. F

�

ur diese tritt wieder

die Frage auf, wie si
h deren Vorhandensein erkl

�

aren l

�

a�t

. . . Ein Ende der Ursa
henkette ist ni
ht abzusehen, und

Verantwortli
hkeit l

�

a�t si
h auf diese Weise ni
ht zus
hrei-

ben. S
hlie�li
h ist au
h jede mens
hli
he Handlung von
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vorhergehenden Ursa
hen bewirkt, und man landet im in-

�niten Regre�.

(ii) Man kann behaupten, da� es Ursa
hen gibt, die si
h selbst

verursa
ht haben. Diese Ursa
hen sind dann letztendli
he

Ursa
hen jener Ereignisse, die si
h am Ende der von ihnen

angesto�enen Ursa
heketten be�nden. Sind das mens
hli-


he Handlungen, kann die Person, die Handelnder ist, f

�

ur

das Eintreten jener Ereignisse verantwortli
h gema
ht wer-

den. Das ist ni
ht nur gegen alle gel

�

au�gen Au�assungen

von Kausalit

�

at | na
h denen diese irre
exiv ist |, son-

dern, wie Joerden bemerkt, ruft das au
h den Vorwurf der

Zirkularit

�

at f

�

ur jede darauf aufbauende Konzeption von

Verantwortli
hkeit herauf: Man ist verantwortli
h, wenn

man selbst verantwortli
h ist.

(iii) Man kann das Verfahren einfa
h irgendwo abbre
hen, in-

dem man an einer bestimmten Stelle der Ursa
henkette

ni
ht mehr dana
h fragt, dur
h wel
he Ursa
he dieses Er-

eignis nun verursa
ht worden ist. Joerden s
hreibt, da� die-

se Ursa
he dann als unverursa
ht postuliert wird.

F

�

ur Joerden ist die letzte der drei M

�

ogli
hkeiten ni
ht nur die intellektuell

befriedigendste, sondern au
h diejenige, die dem Verantwortli
hkeitsbegri�

im modernen Strafre
ht zugrunde liegt: Die freie Willensents
heidung des

T

�

aters, gegen das Gesetz zu handeln, ist im weitesten Sinne Voraussetzung

f

�

ur die Zure
henbarkeit seines Verhaltens. Direkt verantwortli
h sein hei�t

dann in etwa, die letzte freie Handlungsents
heidung zugunsten der Straftat

vorgenommen zu haben. Das Wort

"

frei\ ist dur
haus kausaltheoretis
h ernst

zu nehmen | diese Ents
heidung hat keine Ursa
hen, ist unverursa
ht, denn

sonst kommen wir erneut in den in�niten Regre� der Ursa
henbegr

�

undung.

Diese Konzeption ist meines Era
htens ni
ht mehr s
hl

�

ussig, wenn, wie

bei Joerden selbst sp

�

ater (vgl. [45℄, S. 113 �.), Strukturen wie die des An-

stiftens zu einer Straftat betra
htet.

Es bietet A dem B Geld an, damit er dem C au
auert und ihn

verpr

�

ugelt. B hat | der Einfa
hheit halber | kein eigenes Motiv

und verpr

�

ugelt den C tats

�

a
hli
h. Das deuts
he Strafre
ht straft

den Anstifter

"

glei
h einem T

�

ater\, es ist also keine obligatori-

s
he Strafmilderung f

�

ur A vorgesehen.

Dem juristis
h und kausaltheoretis
h ni
ht vorbelasteten Laien w

�

urde si
h

die Situation als eine Kette darstellen, die wegen der Strafbarkeit der An-
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stiftung wie in Abbildung 4.3 einige

"

glieder

�

ubergreifende Pfeile\ hat.

u

u u

u

1

-

qz

Ents
hlu� zur Anstiftung

Geldangebot

Ents
hlu� zur Tat

Pr

�

ugel

-

Abbildung 4.3: Anstiftung zum Verpr

�

ugeln: Anstifter und T

�

ater sind ver-

antwortli
h.

Der T

�

ater hat s
hlie�li
h nur wegen der Au�orderung gehandelt, der An-

stifter hat eine eigene Ursa
he f

�

ur die Tat gesetzt. Damit sind beide auf den

ersten Bli
k verantwortli
h. Ob der Ents
hlu� zur Anstiftung au
h Ursa
he

des Ents
hlusses zur Tat war, ist hier ni
ht wesentli
h (wobei man das si
her

ganz intuitiv annehmen w

�

urde).

Bei einer Interpretation wie in Bild 4.3 entstehen aber genau die S
hwie-

rigkeiten, die oben vorausgesagt worden sind: Wenn B s Ents
heidung, den

C zu verpr

�

ugeln, dur
h A s Angebot verursa
ht wurde, wie kann man ihn

�

uberhaupt verantwortli
h ma
hen? Dann ist A allein verantwortli
h und mu�

bestraft werden. Wenn aber der Pfeil vom Angebot zum Ents
hlu� von B

fehlt | fallen dann ni
ht au
h die Pfeile von A s Ents
hlu� und A s Angebot

zu den Pr

�

ugeln? Immerhin, wie anders als

�

uber den von ihm herbeigef

�

uhr-

ten Ents
hlu� von B hatte A das Verpr

�

ugeln von C denn errei
ht? Joerden

bringt daher folgendes Bild (vgl. [45℄, S. 115):

u u u u
- - -

G U2 U1

Eintritt des Erfolgs E

U*G/2

Abbildung 4.4: Anstiftung zum Verpr

�

ugeln 2: B verwandelt mit seiner Ent-

s
heidung den von A gelieferten Grund in eine Ursa
he.

A s Angebot ist keine Ursa
he f

�

ur B s Ents
hlu�, sondern liefert ledigli
h

einen Grund (deren es viele gegen kann). Es ist wiederum der direkt ver-

antwortli
he B allein, der vermittels einer freien Ents
heidung den Grund

(das Geldangebot) zu einer Ursa
he werden l

�

a�t (dies wird mit U*G/2 dar-

gestellt). Diese freie Ents
heidung nennt Joerden

"

blo�e Form\, und weil

der konkrete Inhalt das Geldangebot war, l

�

a�t si
h der Erfolgseintritt (das

Verpr

�

ugeln) ni
ht ohne das Verspre
hen des A erkl

�

aren. Damit wird A s An-

stiftung urs

�

a
hli
h f

�

ur das Verpr

�

ugeln, aber ni
ht f

�

ur B s Tatents
hlu�, den
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C zu verpr

�

ugeln.

Hier wird ganz o�ensi
htli
h eine andere Relation als die der Verursa-


hung zwis
hen der Au�orderung des Anstifters (der Anstiftung) und dem

Ents
hlu� zur Tat oder der Tat des T

�

aters postuliert. Es handelt si
h in

jedem Falle ni
ht mehr nur um eine

"

normale\ Kausalkette, sondern minde-

stens um eine mit zwei Anf

�

angen | die beiden freien Ents
heidungen von A

und B anzustiften und der Anstiftung na
hzukommen. Au�erdem ist Joer-

den in der S
hwierigkeit, den Unters
hied zwis
hen Verursa
hung und der

Relation des Anstiftens in seinem Sinne zu erkl

�

aren | mir s
heint Anstiften

ein geradezu paradigmatis
hes Beispiel f

�

ur den auf Personen bezogenen Ge-

brau
h von

"

Verursa
hen\ zu sein. Weiterhin weist Joerden darauf hin, da�

man si
h ni
ht auf den Standpunkt des deuts
hen Strafre
hts stellen mu�

und die Anstiftung milder oder au
h strenger als die Tat bestrafen kann.

Das wiederum ist nun gar ni
ht mehr mit seiner Interpretation vereinbar,

da� die Anstiftung eine Ursa
he f

�

ur den Erfolg (das Verpr

�

ugeln), aber ni
ht

f

�

ur den Tatents
hlu� ist | gerade f

�

ur den Erfolg darf sie dann ni
ht mehr

so wirksam sein, wie es die Tat selbst ist. Sonst w

�

are der Unters
hied in der

Bewertung ni
ht mehr zu erkl

�

aren.

Einen Ausweg aus dem Problem �ndet man in ni
ht{transitiven Kausalket-

ten. Das hei�t ni
ht, da� intransitive Kausalketten postuliert werden m

�

ussen

| nat

�

urli
h kann es der Fall sein (und ist es au
h oft), da� eine Handlung

ni
ht nur Ursa
he einer Wirkung ist, sondern au
h Ursa
he von deren Wir-

kung. Dies mu� aber ni
ht sein. Zus
hreiben von Verantwortli
hkeit erfolgt

ni
ht, indem in einem in�niten Regre� immer wieder gefragt wird

"

Und was

ist die Ursa
he davon?\, sondern indem gefragt wird

"

Gibt es no
h eine Ur-

sa
he davon, die au
h no
h Ursa
he des Erfolgs ist?\ | eine ganz andere

Frage. Wenn diese verneint wird, dann bre
hen Kausalketten zwar no
h ni
ht

ab, aber alles was dahinter liegt ist ni
ht mehr kausal relevant f

�

ur das zu

begr

�

undende Ereignis. Bei weiterhin vorliegenden Kausalketten bre
hen die

Begr

�

undungszw

�

ange ab. Diese Alternative hatte Joerden oben

�

ubersehen.

F

�

ur F

�

alle wie den der Anstiftung ergibt si
h dann eine M

�

ogli
hkeit, zwi-

s
hen dem T

�

ater und dem Anstifter zu di�erenzieren. Eine m

�

ogli
he Inter-

pretation besteht darin, da� das Angebot tats

�

a
hli
h die Ursa
he daf

�

ur war,

da� si
h der T

�

ater zu seiner strafbaren Handlung ents
hlo� | und dies allein

ist bereits strafw

�

urdig. Das kann, mu� aber ni
ht, genauso bestraft werden,

wie die Handlung selbst. Der Ents
hlu�, den C zu verpr

�

ugeln, f

�

uhrte dann

zum Erfolg, und dies ist ebenfalls strafw

�

urdig. Es ist aber im Sinne einer Ab-

s
hirmbedingung irrelevant f

�

ur den Erfolg, ob der T

�

ater angestiftet wurde

oder si
h sonstwie zum Pr

�

ugeln ents
hlossen hat | und so mu� die Anstif-
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tung ni
ht als Ursa
he f

�

ur das Verpr

�

ugeltsein von C betra
htet werden. Die

beiden A und B sind beide verantwortli
h, der eine f

�

ur die Anstiftung, der

andere f

�

ur die Tat.

4.3.2 Sind Kausalrelationen transitiv?

�

Uber die Ordnung von Kausalrelationen wurde im Kapitel zur Zeit s
hon

gespro
hen.

�

Ubli
he Prinzipien fast aller Kausaltheorien sind:

(i) Ni
hts ist Ursa
he seiner selbst.

(ii) Eine Wirkung kann ni
ht ihre Ursa
he verursa
hen.

(iii) Die Ursa
he einer Ursa
he ist au
h Ursa
he der Wirkung.

Das sind selbstverst

�

andli
h die Irre
exivit

�

at, Asymmetrie und Transitivit

�

at

der Kausalrelation, und gemeinsam verhindern sie als partielle Ordnung das

Auftreten von Strukturen wie im Bild 3.3 auf Seite 181. Es gibt aber gute

Gr

�

unde, die gegen die Transitivit

�

at der Verursa
hung spre
hen. Ein Grund

liegt dem eben erw

�

ahnten Beispiel von der Verantwortli
hkeit zugrunde:

Kausale Erkl

�

arungen landen entweder im in�niten Regre� oder m

�

ussen mit

einer gewissen Beliebigkeit abgebro
hen werden. Wenn jedes Ereignis eine

Ursa
he hat, ist jedes Ereignis zu jedem fr

�

uheren Zeitpunkt vorbestimmt.

Ein weiteres Argument ist, da� sehr lange Kausalketten intuitiv ni
ht mehr

transitiv sind: H

�

au�g diskutiert wird der Fall, da� jemand ein sehr positives

Guta
hten f

�

ur eine Person s
hreibt, diese den Job au
h bekommt, daf

�

ur ein

anderer entlassen wird, der dann in eine andere Stadt umzieht, die Liebe

seines Lebens �ndet und drei Kinder bekommt und so fort. Jeder einzelne

S
hritt und au
h viele k

�

urzere Abs
hnitte lassen si
h als wahre Kausalaus-

sagen darstellen, die Aussage

"

Das Ereignis, da� A ein Guta
hten f

�

ur B

s
hrieb, ist Ursa
he daf

�

ur, da� C drei Kinder bekam\ ist si
her ni
ht wahr.

Auf die selbe Weise l

�

a�t si
h si
herli
h man
hmal au
h eine Kausalkette bil-

den, die von einer Lebensrettung zu einem sp

�

ateren Tod f

�

uhrt, und unter

der Voraussetzung der Transitivit

�

at kann so etwas dazu f

�

uhren, wie einmal

sp

�

ottis
h erw

�

ahnt wurde, da� Mutter Theresa f

�

ur den Tod von mehr Men-

s
hen verantwortli
h ist als Ja
k the Ripper, Hannibal the Cannibal und

Rambo zusammen. Ein weniger ents
heidender aber immerhin no
h wi
hti-

ger Einwand gegen die Transitivit

�

at besteht darin, da� diese ni
ht mit der

oben erw

�

ahnten und h

�

au�g geforderten Glei
hgewi
htigkeit von Ursa
hen

und Wirkungen vereinbar ist. Wirkungen k

�

onnen si
h transitiv aufs
hau-

keln, wie folgendes Beispiel zeigt: Wegen des fehlenden Hufnagels ging das

Hufeisen verloren, wegen des fehlenden Hufeisens ging das Pferd zugrunde,
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wegen des fehlenden Pferds starb der Reiter, wegen des fehlenden Reiters

ging die S
hla
ht verloren, wegen der verlorenen S
hla
ht ging das K

�

onig-

rei
h verloren | und all dies wegen des Fehlens eines Nagels im Hufeisen

eines Pferds (na
h einem englis
hen Ammenlied). Man mu� s
hon sehr gut-

willig sein, um den Verlust des K

�

onigrei
hes als kausale Wirkung des Fehlens

eines Hufnagels zu akzeptieren, hierin

�

ahnelt das Beispiel dem vom ber

�

uhm-

ten S
hmetterling im Amazonasgebiet, der mit seinem Fl

�

ugels
hlag St

�

urme

irgendwo in den USA ausl

�

ost. Ganz genauso einfa
h lassen si
h F

�

alle �nden,

in denen uneinges
hr

�

ankte Kausalit

�

at zum Verlaufen von Wirkungen f

�

uhrt

|

"

riesige und wi
htige\ Ursa
hen produzieren

"

winzige und ni
htige\ Wir-

kungen. Man kann die Wirksamkeit sol
her Beispiele als rein psy
hologis
h

abtun, indem man die Konsequenzen in Kauf nimmt | entweder die Zwi-

s
hens
hritte ni
ht als wahre Kausalaussagen formuliert oder sehr ferne und

drastis
h unverh

�

altnism

�

a�ige Wirkungen akzeptiert.

Ob man dies aber tut, ist praktis
h ni
ht unwi
htig. Hilbert

s
hildert beispielsweise ein Gespr

�

a
h, in wel
hem ein Kollege die

Darwins
he Evolutionstheorie aufgrund dessen ablehnt, da� so

etwas Gewaltiges wie die Entwi
klung des mens
hli
hen Intellek-

tes ni
ht dur
h so unwesentli
he Ver

�

anderungen verursa
ht sein

kann, wie das diese Theorie bes
hreibt. Die gegenw

�

artige New

Yorker sogenannte

"

Broken{Window\ Polizeidoktrin geht davon

aus, da� Gewalt- und Wirts
haftskriminalit

�

at Folgen ni
htbe-

strafter fr

�

uherer Vergehen und Kleinkriminalit

�

at sind. Entspre-


hend hart wird mit pr

�

aventivem Zwe
k gegen Radfahren auf

dem B

�

urgersteig und S
hwarzfahren vorgegangen.

Wie mir s
heint, mu� jede Kausaltheorie, die die uneinges
hr

�

ankte Transi-

tivit

�

at anerkennt, mit den Konsequenzen sol
her Beispiele leben. Daneben

gibt es die meines Era
htens uns
hlagbaren Gegenbeispiele gegen Transiti-

vit

�

at, die nur wenige S
hritte brau
hen:

(i) Adam hat etwas S
hle
htes gegessen und wird deswegen

krank.

(ii) Adam ist krank geworden und nimmt deswegen Medizin.

(iii) Adam hat Medizin genommen und wird deswegen gesund.

Daraus soll folgen:

(iv) Adam hat etwas S
hle
htes gegessen und wird deswegen

gesund?
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Die meisten formalen Analysen von Verursa
hung erzwingen Transitivit

�

at

ni
ht von allein. Ein

"

konstante Konjunktionen\- oder Regularit

�

atszugang

im Sinne Humes, Burks' oder Shramkos bilden die Ausnahme: Wenn � im-

mer mit � und dieses immer mit 
 auftritt, dann kommt au
h � immer mit 
;

und da die entspre
henden Implikationen transitiv sind, sind es au
h die auf

ihnen basierenden Au�assungen von Kausalit

�

at. Allerdings mu� in diesen

F

�

allen die Irre
exivit

�

at und die Asymmetrie zus

�

atzli
h garantiert werden,

zumeist

�

uber die bereits oben erw

�

ahnten zeitli
hen Bedingungen.

Lewis kontrafaktis
her Zugang basiert auf ni
ht{transitiven Konditional-

operatoren, so ist au
h die kausale Abh

�

angigkeit ni
ht transitiv. Warum das

so ist, wird aus folgendem Bild klar:

u u u

w

w

0

w

00

A;B; �C�A;B;C

-

Abnehmende

�

Ahnli
hkeit

Abbildung 4.5: 2! ist ni
ht transitiv: A2!C gilt ni
ht, aber A2!B und

B2!C gelten.

Lewis formuliert einige s
hw

�

a
here Regeln, die teilweise die Rolle der Transi-

tivit

�

at in der Theorie der irrealen Konditionalaussagen

�

ubernehmen k

�

onnen,

f

�

ur die Kausaltheorie aber verwendet er einfa
h de�nitoris
h den transiti-

ven Abs
hlu�. Damit hat er sozusagen von au�en die Transitivit

�

at herein-

gebra
ht, obwohl kausale Abh

�

angigkeit no
h ni
ht einmal antitransitiv ist.

Au
h die Irre
exivit

�

at ist dur
h eine Forderung gesi
hert, die ni
hts mit den

Konditionalen zu tun hat. Sie wird garantiert, indem die Vers
hiedenheit

der Ursa
he- und Wirkungs{Ereignisse gefordert wird.

Probabilistis
he Ans

�

atze erzwingen die Transitivit

�

at ebenfalls ni
ht. Wie

bereits im Abs
hnitt

�

uber diesen Zugang erw

�

ahnt wurde, werden hinrei-


hende Ursa
hen von Ursa
hen von diesen gegen

�

uber den Wirkungen abge-

s
hirmt: sie sind ni
ht Ursa
hen der Wirkungen. Das entspri
ht au
h unseren

Intuitionen

�

uber Wahrs
heinli
hkeiten | ein heranziehendes Unwetter mag

die Regenwahrs
heinli
hkeit bis auf fast 1 erh

�

ohen, w

�

ahrend Regen in die-

ser Jahreszeit die Wahrs
heinli
hkeit einer guten Ernte stark erh

�

oht, daraus

folgt jedo
h ni
ht, da� das heranziehende Unwetter die Wahrs
heinli
hkeit

einer guten Ernte verbessert. Ganz im Gegenteil, unter Umst

�

anden ist sie

bei fast 0. Wenn eine transitive Relation erw

�

uns
ht wird, mu� man die ent-

spre
hende Forderung zus

�

atzli
h setzen.
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Ein kausales System, das hei�t, eine Menge von Ereignissen mit einer Kausal-

relation darauf, kann man ausri
hten, wenn die Kausalrelation eine partielle

Ordnung ist. Das bedeutet, man kann f

�

ur jedes dur
h die Kausalrelation

verbundene Paar angeben, wel
hes die Ursa
he | und damit kausal prior

| und wel
hes die Wirkung ist, und zwar so, da� keine der erw

�

ahnten Zirkel

entstehen. Dur
h die Kopplung der Kausalrelation an eine Zeitri
htung wer-

den Irre
exivit

�

at und Asymmetrie erhalten, daher genau stammt die gro�e

Attraktivit

�

at einer Verbindung von Kausal- und Zeitri
htung. Transitivit

�

at

mu� zus

�

atzli
h angenommen werden, da sie ni
ht aus der

�

Ubereinstimmung

von Kausalpfeil und Zeitpfeil folgt. Es gibt aber au
h Versu
he, die kau-

sale Priorit

�

at mit anderen Begri�en zu explizieren, die bekanntesten sind

Markierungen und Handlungen. Wird dadur
h Transitivit

�

at garantiert?

Rei
henba
h hat die Idee der Markierungen in die Kausaltheorie ein-

gebra
ht, die sp

�

ater von Salmon vervollkommnet wurde. Eine Markierung

ist das Ergebnis einer materiellen Ver

�

anderung in einem der kausal verbun-

denen Ereignisse, und wenn es si
h au
h in dem anderen zeigt aber ni
ht

umgekehrt, ist ersteres die Ursa
he und zweiteres die Wirkung (vgl. [84℄, S.

198 f., 201 f.). Klar ist, da� dadur
h Irre
exivit

�

at und Asymmetrie errei
ht

werden k

�

onnen, aber ni
ht Transitivit

�

at. Das liegt daran, da� das Vorhan-

densein von zwei m

�

ogli
herweise unters
hiedli
hen Markierungen in keiner

Weise die Existenz einer dritten garantiert, die das erste Ursa
hen{Ereignis

modi�zierend au
h das letzte Wirkungs{Ereignis modi�ziert. Betra
hten wir

ein Beispiel:

Ein Li
htstrahl wird in einem Ger

�

at in einen Ton umgewandelt,

das Li
ht ist die Ursa
he f

�

ur den Ton. Der Ton wiederum produ-

ziert Kopfs
hmerzen, er ist die Ursa
he daf

�

ur. Die Markierungen

sind die folgenden beiden: Je intensiver das Li
ht, desto h

�

oher der

Ton (aber wenn der Ton h

�

oher gestellt wird,

�

andert si
h am Li
ht

ni
hts) und je lauter der Ton, desto s
hlimmer die Kopfs
hmer-

zen (aber mit Hilfe der Kopfs
hmerzen kann man die Lautst

�

arke

ni
ht modi�zieren). Na
h Voraussetzung gebe es keine M

�

ogli
h-

keit, die Lautst

�

arke des Tones mit dem Li
ht zu bein
ussen oder

die Kopfs
hmerzen dur
h irgendetwas au�er der Lautst

�

arke.

Dann gibt es keine Markierung, die im Li
ht gesetzt werden k

�

onnte und si
h

in den Kopfs
hmerzen zeigt. Allerdings kann man das Vorhandensein oder

Ni
htvorhandensein der Kopfs
hmerzen mit dem Li
hts
halter steuern, ein

Gedanke, der die Grundlage von von Wrights bereits erw

�

ahnter Konzeption

bildet.
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Dieser Autor meint, da� dasjenige Ereignis in einem kausalen Paar Ursa-


he ist, was man manipulieren kann, um das andere zu manipulieren: Wenn

wir etwas herbeif

�

uhren k

�

onnen, indem wir etwas anderes herbeif

�

uhren, ist

ersteres Wirkung und letzteres Ursa
he. Au
h hier folgt Transitivit

�

at ni
ht,

denn das w

�

urde die Existenz einer Handlung postulieren, mit der i
h mit

dem Herbeif

�

uhren der ersten Ursa
he die letzte Wirkung herbeif

�

uhren kann

| das ist aber ni
ht notwendig so:

Dur
h das Bet

�

atigen eines S
halters kann eine T

�

ur ge

�

o�net wer-

den, aber nur sehr langsam. Dur
h das

�

O�nen der T

�

ur kann

eine Sirene ausgel

�

ost werden, aber nur bei hinrei
hend z

�

ugigem

�

O�nen. Dur
h Bet

�

atigen des S
halters kann die Sirene niemals

ausgel

�

ost werden.

Transitivit

�

at mu� also in fast allen aktuellen Konzeptionen von Kausalit

�

at

hinzugef

�

ugt werden, meist (au�er im Falle von Lewis) um eine partielle Ord-

nung zu errei
hen. Obwohl es die Konzeptionen selbst ni
ht explizit verlan-

gen, nimmt man sie trotz der Gegenbeispiele und S
hwierigkeiten o�enbar

freudig in Kauf. Mu� das eigentli
h sein?

4.3.3 Ein{S
hritt{Transitivit

�

at

In diesem Abs
hnitt wird gezeigt, da� zwar unter der Irre
exivit

�

at die Tran-

sitivit

�

at ausrei
ht, um kausale Systeme partiell zu ordnen, da� man aber

au
h mit weniger auskommt. Dazu nehmen wir an, da� ein kausales System

mit einer irre
exiven Kausalrelation vorliegt, und fragen, wieviel Transiti-

vit

�

at f

�

ur eine partielle Ordnung des Systems n

�

otig ist. Sol
he Systeme lassen

si
h als Graphen darstellen (die entspre
henden Begri�e lassen si
h beispiels-

weise in [34℄ na
hlesen):

De�nition 76

G = hX;�i ist genau dann ein Graph, wenn X eine endli
he Menge ist und

� eine irre
exive Relation auf X.

Mit dieser De�nition ist festgelegt, da� hier nur endli
he kausale Systeme be-

tra
htet werden. Dadur
h beinhaltet jedes System im System unverursa
hte

oder ni
htwirkende Ereignisse, die aber in gr

�

o�eren Systemen Ursa
hen be-

ziehungsweise Wirkungen haben.
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De�nition 77

(i) fx

0

; x

1

; : : : ; x

m

g ist ein Pfad in G dann und nur dann, wenn x

i

2 X,

und 8i(0 � i � m) : x

i

� x

i+1

.

(ii) fx

0

; x

1

; : : : ; x

m�1

; x

0

g ist ein Zyklus dann und nur dann, wenn

fx

0

; x

1

; : : : ; x

m�1

g ein Pfad ist und x

m�1

� x

0

.

(iii) fx

i

; x

i+2

g, fx

m�2

; x

0

g, und fx

m�1

; x

1

g sind alles triangul

�

are Sehnen

im Zyklus fx

0

; x

1

; : : : ; x

m�1

; x

0

g dann und nur dann, wenn sie Pfade

sind.

Ein Beispiel f

�

ur ein kausales System ist dann etwa folgender Graph, in

dem die Knoten f

�

ur Ereignisse, die Kanten f

�

ur eine kausale Relation stehen:

r r r

r

r

r

r

r r

r

a

1

a

2

a

3

a

5

a

8

a

10

a

9

a

4

a

6

a

7

Abbildung 4.6: Ein Graph mit Zyklen und triangul

�

aren Sehnen: Der Zyklus

fa

2

; a

5

; a

8

; a

9

; a

7

; a

2

g hat die L

�

ange 5 und fa

2

; a

8

g ist eine triangul

�

are Sehne

in ihm.

Die Frage ist nun, ob sol
he Graphen so zu ordnen sind, da� gilt: F

�

ur alle

dur
h � verbundenen Knoten a

i

und a

j

soll gelten: a

i

< a

j

_ a

j

< a

i

, und

< ist eine partielle Ordnung. Geht das, dann sind die ber

�

u
htigten S
hleifen

von Knoten zu si
h selbst,

�

uber einen weiteren oder mehrere andere Knoten

auszus
hlie�en, der Graph ist anordbar und eine

"

s
h

�

one\ kausale Struktur.

F

�

ur den Graphen in Bild 4.6 ist das m

�

ogli
h, wie das n

�

a
hste Bild zeigt.

Mehr no
h, es gibt Algorithmen, mit denen man sol
he Ordnungen �nden

kann, wenn sie existieren. Das soll aber hier ni
ht diskutiert werden. Hier

also ein sol
her geordneter Graph (in Bild 4.7):
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P

P

P
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P

P
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�
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�
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Abbildung 4.7: Ein geordneter Graph: Die Spitzen der Pfeile zeigen die Ri
h-

tung der Ordnungsrelation < an. Ereignisse mit glei
hem Zahlenwert sind

"

kausal glei
hzeitig\.

Viellei
ht ist es aufgefallen, da� die in Bild 4.7 vorges
hlagene Ordnung

ni
ht die einzig m

�

ogli
he ist | man h

�

atte den Graphen aus Bild 4.6 au
h an-

ders ordnen k

�

onnen. Das stellt keine ernsthafte S
hwierigkeit dar. Zun

�

a
hst

geht es mir hier um die prinzipiellen Bedingungen, unter denen Graphen

geordnet werden k

�

onnen (darauf gibt es sofort eine Antwort). Weiterhin ist

es, falls jemand sol
he Modelle mit ganz konkreten Ereignissen und Relatio-

nen verwenden m

�

o
hte, si
her eine Frage der Ereignisse selber, wel
he der

m

�

ogli
hen Ordnungen ausgew

�

ahlt wird. Die Logik kann da ni
ht helfen.

Die folgende De�nition und das Theorem beantworten die gestellte Frage:

De�nition 78

hX;�i ist genau dann ein Komparabilit

�

atsgraph, wenn es eine partielle Ord-

nung < so gibt, da� gilt: 8x8y(x � y , x < y _ y < x).

O�enbar sind es die Komparabilit

�

atsgraphen, na
h denen wir su
hen. Nun

gilt:

Satz 21 (Gilmore & Ho�mann; Ghouil�a{Houri)

Ein Graph ist ein Komparabilit

�

atsgraph genau dann, wenn er irre
exiv ist

und jeder Zyklus von ungerader L

�

ange eine triangul

�

are Sehne hat.

Damit sind folgende beiden minimalen Forderungen an jedes kausale

System zu stellen, das auf die angegebene Weise partiell zu ordnen sein soll:
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Postulat 20

ref Eine Kausalrelation mu� irre
exiv sein.

tsb Eine Kausalrelation mu� die Existenz von triangul

�

aren Sehnen in Zy-

klen ungerader L

�

ange garantieren.

Die Bedingung ref ma
ht

�

uberhaupt keine S
hwierigkeiten: Aus philoso-

phis
hen Gr

�

unden w

�

uns
hen wir, sie zu haben, und wir sind mit den ver-

s
hiedensten Mitteln in der Lage, ihre G

�

ultigkeit zu garantieren. Man kann

das beispielsweise

�

uber eine strenge Zeitbedingung f

�

ur Ursa
hen und Wir-

kungen oder

�

uber eine Vers
hiedenheitsbedingung tun. Wie jedo
h k

�

onnen

wir mit tsb garantieren, da� in kausalen Systemen

"

triangul

�

are Sehnen in

Zyklen ungerader L

�

ange\ existieren? Im bu
hst

�

abli
hen Sinne gibt es keine

entspre
hende philosophis
he Forderung, wie im Fall von ref das Verbot der


ausa sui. Man kann in diesem Fall nur na
h Forderungen su
hen, die die

G

�

ultigkeit von tsb implizieren und philosophis
h interpretierbar sind. Drei

sol
he Forderungen an eine kausale Struktur liegen sofort auf der Hand, es

gibt aber formal eine ganze Reihe anderer, ni
ht so interessanter. Hier sind

also die interessanten:

Postulat 21

(i) Keine Zyklen.

Unter anderem sind beispielsweise B

�

aume Graphen ohne Zyklen, und

deshalb sind Baumstrukturen in der Kausalit

�

atstheorie au
h so be-

liebt. Unter bestimmten idealisierten Voraussetzungen sind das au
h

gute Modelle f

�

ur Kausalit

�

at: Wenn nur vollst

�

andige Ursa
hen ohne

�

Uberdetermination betra
htet werden und sol
he Ursa
hen mehrere,

voneinander notwendig vers
hiedene Wirkungen haben k

�

onnen. Dies

allein als Modell f

�

ur Kausalit

�

at zuzulassen, s
hr

�

ankt aber das Kausal-

verst

�

andnis unzumutbar ein.

(ii) Transitivit

�

at.

Tats

�

a
hli
h ist einfa
h nur der transitive Abs
hlu� der Relation � zu

fordern, damit der Graph ein Komparabilit

�

atsgraph wird. Genau das

ist also der Hintergrund f

�

ur die Attraktivit

�

at der Transitivit

�

at, trotz all

der S
hwierigkeiten und Gegenbeispiele.

(iii) Ein{S
hritt{Transitivit

�

at.

Um die Forderung tsb aus dem Postulat 20 zu erf

�

ullen, brau
ht man
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ni
ht den kompletten transitiven Abs
hlu�, das ist zu viel. Es rei
hen

beispielsweise alle triangul

�

aren Sehnen aus, das hei�t, eine Transiti-

vit

�

at

�

uber einen einzigen S
hritt hinweg. Wenn ein l

�

angerer Pfad exi-

stiert, mu� keine Sehne hinzugef

�

ugt werden. Die Forderung kann in

graphentheoretis
hen Termini gestellt werden:

Wenn x � y und y � z gilt und es keinen Pfad mit einer L

�

ange gr

�

o�er

1 zwis
hen x und y und y und z gibt, dann gilt x � z.

Die Formulierung mit logis
hen Mitteln zeigt no
h deutli
her, da� hier eine

negative Existenzbedingung gesetzt wird:

8x8y8z(x � y^y � z^ �9x

1

(x � x

1

^x

1

� y_y � x

1

^x

1

� z) �! x � z)

Nat

�

urli
h ist au
h diese Bedingung no
h zu stark, da sie alle triangul

�

aren

Sehnen in allen Zyklen setzt und ni
ht nur eine in jedem Zyklus ungerader

L

�

ange. Sie ist aber allemal wesentli
h s
hw

�

a
her, als die uneinges
hr

�

ankte

Transitivit

�

at.

Es sollte viellei
ht angemerkt werden, da� die Ein{S
hritt{Transitivit

�

at

es ni
ht verbietet, da� Ursa
hen von Ursa
hen von . . . von Ursa
hen von

Wirkungen au
h Ursa
hen von Wirkungen sein k

�

onnen. Sie fordert es nur

ni
ht.





Kapitel 5

Eine Fu�note

�

zu Hume

Die Philosophie an si
h bedeutet n

�

amli
h we-

der die L

�

osung unserer S
hwierigkeiten no
h

die Rettung unserer Seelen, sondern | wie die

Grie
hen sie au�assen | eine Art abenteuerli-


her Unternehmung.

B. Russell

Beim S
hreiben der vorliegenden Arbeit hatte i
h zwei Hauptziele. I
h

wollte zuallererst eine Art konstruktive Spra
hkritik betreiben, i
h wollte die

Terminologie bearbeiten | und teilweise au
h s
ha�en |, in der

�

uber Kau-

salrelationen gespro
hen werden kann. I
h wollte aber au
h einen Beitrag

zur Interpretation der Humes
hen These

�

leisten, i
h wollte zeigen, da� ein

gelungener Ereignisbegri� ein zentraler Punkt sol
her Interpretationen ist,

der man
he L

�

osung, aber man
hmal au
h erst eine interessante Fragestellung

m

�

ogli
h ma
ht. Die im Vorwort formulierten Fragen haben im Rahmen des

hier verfolgten Ansatzes Antworten gefunden. Der konkrete Zugang, den i
h

gew

�

ahlt habe, ist ganz bewu�t Teil eines gr

�

o�eren Projektes, das zuv

�

orderst

von Alexander Sinowjew und Horst Wessel initiiert und gestaltet wurde.

Ereignisse sind Entit

�

aten, die prinzipiell wie andere Gegenst

�

ande au
h er-

fahrbar sind: Man kann Ereignisse h

�

oren und sehen, sie herbeiw

�

uns
hen oder

bef

�

ur
hten und an ihnen teilnehmen. Es gibt vers
hiedene spra
hli
he Mittel,

mit denen man si
h auf Ereignisse beziehen kann. In der vorliegenden Arbeit

werden dazu Ereignistermini verwendet, die mit Hilfe von standardisierten

Bildungsregeln im ersten Kapitel in die Spra
he eingef

�

uhrt werden:

�

Diese Fu�note ist eine Fu�note zu der im Vorwort zitierten Humes
hen De�nition

einer Ursa
he.

237
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(i) Wenn A ein si
h auf empiris
he Dinge beziehender Aussa-

gesatz ist, der keinerlei Kontextinformation mehr zu seiner

prinzipiellen Veri�zierung oder Falsi�zierung bedarf und

der weder logis
h no
h analytis
h wahr oder fals
h ist, dann

ist

"

das Ereignis, da� A\ (sA) ein singul

�

arer Ereignister-

minus. Sol
he Termini sollen Ereignistoken bezei
hnen.

(ii) Wenn sA ein singul

�

arer oder genereller Ereignisterminus

ist, dann sind generelle Ereignistermini dur
h Strei
hen

von Raum{Zeit{Koordinaten, quanti�zierten Koordinaten-

variablen oder Terminiquantoren, die si
h auf generelle

Termini in A beziehen, sowie dur
h Generalisierung von

singul

�

aren Subjekttermini in A zu erhalten. Sol
he Termi-

ni sollen Ereignistypen bezei
hnen.

Die Korrektheit der diesen S

�

atzen entspre
henden De�nitionen ist von ei-

ner akzeptablen De�nition der Eigens
haft analytis
h sein abh

�

angig. In ei-

nem l

�

angeren Exkurs wird gezeigt, da� Analytizit

�

at mit Hilfe eines passen-

den Konditionaloperators mit Erfolg als aus den spra
hli
hen Mitteln einer

Theorie folgend de�niert werden kann. Weitere Forderungen an den Satz

A werden diskutiert und verworfen, so da� der Ereignisbegri� nunmehr als

�

uber die erw

�

ahnten Terminibildungsregeln expliziert gilt.

Humes

"

Gegenstand, dem ein anderer folgt . . .\ wird im vierten Kapitel

genau wie eben bes
hrieben interpretiert. Die Relata in Kausalrelationen

sind Ereignisse, wobei in den nat

�

urli
hen und in den Wissens
haftsspra
hen

sowohl Kausalaussagen

�

uber Ereignistoken als au
h

�

uber Ereignistypen ge-

tro�en werden. W

�

ahrend mittlerweile Einigkeit dar

�

uber besteht, da� sol
he

Aussagen sorgf

�

altig voneinander unters
hieden werden m

�

ussen, wird die Fra-

ge na
h der methodis
hen Priorit

�

at no
h diskutiert. I
h s
hlage mi
h hier auf

die Seite derer, die die singul

�

are Kausalit

�

at f

�

ur grundlegend gegen

�

uber der

generellen (generis
hen) Kausalit

�

at halten. Genauer gesagt, die generellen

Kausalaussagen sind quanti�zierte Varianten der singul

�

aren Kausalaussa-

gen, und quanti�ziert wird

�

uber die Ereignisse.

Quanti�zieren

�

uber Ereignisse ist nur dann m

�

ogli
h, wenn diese regul

�

are

Objekte im Interpretationsberei
h sind, oder | je na
h Quanti�kationskon-

zeption | Ereignistermini normale Termini in der Spra
he sind. Vor allem

aus diesem Grunde wird das Individuationsproblem f

�

ur Ereignisse so in-

tensiv diskutiert. Eine vorl

�

au�ge Antwort auf die Frage, wann Ereignisse

identis
h sind, konnte ebenfalls gegeben werden:
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Ereignisse sind, falls sie existieren, genau dann identis
h, wenn

ihre Ereignistermini bedeutungsglei
h sind.

Damit ist die S
hwierigkeit mit der Ereignisindividuation auf das Gebiet

der Spra
he, auf das Thema der Bedeutungsglei
hheit von Termini verlagert

worden. Im Exkurs zum Bedeutungseins
hlu� argumentiere i
h daf

�

ur, da�

S

�

atze

�

uber den Bedeutungseins
hlu� au
h aus faktis
hen Gr

�

unden wahr sein

k

�

onnen. Das hei�t einerseits, da� si
h der Bedeutungseins
hlu� ni
ht restlos

auf logis
he Operatoren und Relationen zur

�

u
kf

�

uhren l

�

a�t, da� andererseits

au
h die Identit

�

at von Ereignissen eine faktis
he, empiris
he Komponente

hat. Genau auf diese Weise l

�

a�t si
h das R

�

atsel der Indem{Ausdr

�

u
ke l

�

osen:

Es sind Behauptungen faktis
her Identit

�

at.

Oben wurde bereits die Existenz von Ereignissen erw

�

ahnt, sie spielt au
h in

den momentan prominentensten Kausalkonzeptionen und in Humes De�ni-

tion eine Rolle. Wenn er im zweiten Teil s
hreibt, da�

"

. . . wenn der erste

Gegenstand ni
ht bestanden h

�

atte, der zweite nie ins Dasein getreten w

�

are\,

dann setzt jede Explikation voraus,

�

uber das Bestehen von Ereignissen und

viellei
ht au
h

�

uber die sogenannten negativen Ereignisse geordnet spre
hen

zu k

�

onnen. Die im vierten Kapitel bes
hriebenen kontrafaktis
hen und pro-

babilistis
hen Deutungen von Verursa
hung beziehen si
h auf diesen zweiten

Teil des Zitats. I
h s
hlage vor, unters
hiedli
he, dur
h formale Beziehungen

verbundene Existenzbegri�e zu betra
hten.

(i) Ereignistoken existieren genau dann, wenn der ereignis-

konstituierende Satz wahr ist.

Ereignistypen existieren genau dann, wenn es existierende

Token von diesem Typ gibt.

(ii) Ein existierendes Ereignistoken �ndet in allen Raum{Zeit{

Gebieten statt, die sein Bezugsgebiet

�

uberlappen.

(iii) Ein statt�ndendes Ereignistoken ist in seinem kleinsten

Bezugsgebiet realisiert.

Ein Ereignistyp ist in allen Raum{Zeit{Gebieten realisiert,

in wel
hem Token von diesem Typ realisiert sind.

Entspre
hende De�nitionen erlauben ni
ht nur, �ktive und modal 
harak-

terisierte Ereignisse zu diskutieren. Sie bilden au
h die Grundlage f

�

ur die
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Behandlung komplexer Ereignisse und erm

�

ogli
hen im weiteren eine Ereig-

nismereologie, in der zwei Arten von Teilen von Ereignissen unters
hieden

werden. Im dritten Kapitel ebnet die Di�erenzierung von Existenz und Statt-

�nden den Weg zur L

�

osung des R

�

atsels von der ewigen oder 


�

u
htigen Exi-

stenz der Ereignisse, fordert zeitabh

�

angige Wahrheitspr

�

adikate.

Ein Teil der Humes
hen De�nition wurde no
h ni
ht erw

�

ahnt. Seine Charak-

terisierung, da�

"

allen Gegenst

�

anden, die dem ersten glei
hartig sind, Ge-

genst

�

ande folgen, die dem zweiten glei
hartig sind\, wirft neben der bereits

erw

�

ahnten Quanti�zierung zwei weitere Probleme auf. Zun

�

a
hst ist da das

glei
hartig. F

�

ur Hume ist das genau die Grundlage des psy
his
hen Dru
ks,

der uns entspre
hende Wirkungsereignisse erwarten l

�

a�t, falls Ereignisse,

die fr

�

uher Ursa
hen waren, eingetreten sind. In vielen philosophis
hen Be-

tra
htungen zur Kausalit

�

at l

�

a�t si
h ein Satz �nden, der in dieser oder jener

Formulierung

�

ahnli
hen Ursa
hen au
h

�

ahnli
he Wirkungen zus
hreibt. Im

vierten Kapitel behaupte i
h, da� dies ein Charakteristikum stabiler Kausal-

beziehungen ist. Haupts

�

a
hli
h sind Mens
hen an diesen interessiert. Au�er-

dem zeige i
h dort, da�

�

Ahnli
hkeitsrelationen zur Formulierung genereller

Kausalaussagen genutzt werden k

�

onnen, die unserem Verst

�

andnis von Typ{

Verursa
hung besser entspre
hen als simple Quanti�kationen. So endet, dies

vorbereitend, das erste Kapitel mit einem Abs
hnitt zur

�

Ahnli
hkeit von

Ereignissen.

(i) Ereignisse sind einander

�

ahnli
h, wenn sie einen gemein-

samen Typ haben.

(ii) Zwei Ereignisse sind einander

�

ahnli
her als zwei andere,

wenn erstere einen n

�

aheren kleinsten gemeinsamen Typ

haben als letztere.

Die entspre
henden De�nitionen sind in einer graphentheoretis
hen Termi-

nologie gegeben.

Das zweite Problem bez

�

ugli
h des eben erw

�

ahnten Zitatteils betri�t das

folgen. Hume hat selbst keinen Zweifel daran gelassen, da� dies temporal zu

verstehen ist: Die Ursa
hen sind fr

�

uher als ihre Wirkungen. Im dritten Kapi-

tel betra
hte i
h die Ri
htung von Kausalit

�

at und Zeit. I
h zeige dort, da� es

keine logis
he Notwendigkeit f

�

ur ihre

�

Ubereinstimmung gibt. I
h gebe einen

Grund daf

�

ur an, warum diese

�

Ubereinstimmung aber wesentli
her de�nito-

ris
her Teil so vieler Kausalit

�

ats- und Zeitkonzeptionen ist und warum das
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au
h ganz vern

�

unftig ist. In diesem Zusammenhang und mit Bezug auf das

s
hon erw

�

ahnte Thema von Satzwahrheit und Ereignisexistenz diskutiere i
h

dann die Frage na
h der konkreten zeitli
hen Lokalisierung von relationalen

Ereignissen. Dort und im Abs
hnitt zu Kims Ereigniskonzeption im zwei-

ten Kapitel wird damit au
h das R

�

atsel des sogenannten Cambridge Change

gel

�

ost.

Der Grund f

�

ur die gew

�

uns
hte Glei
hri
htung von Kausalpfeil und Zeit-

pfeil liegt in bestimmten erw

�

uns
hen formalen Eigens
haften der Kausalre-

lationen. Kausalrelationen sind formal und philosophis
h unproblematis
h,

wenn sie eine partielle Ordnung darstellen. Die strenge zeitli
he (konnexe)

Ordnung wird dur
h ein entspre
hendes philosophis
hes Postulat sozusagen

zum ordnenden Prinzip, damit wird jedo
h au
h die Transitivit

�

at der Ver-

ursa
hung postuliert. Der letzte Abs
hnitt des vierten Kapitels bes
h

�

aftigt

si
h mit diesem Thema. I
h behaupte dort, da� die (volle) Transitivit

�

at eine

zu strenge Forderung ist und die gew

�

uns
hte Ordnung von Kausalrelationen

au
h mit s
hw

�

a
heren Mitteln zu errei
hen ist.

Der Hintergrund hinter dieser letzten Problematik ist nat

�

urli
h das Deter-

minismusproblem. Damit ist eines der Themen genannt, die in dieser Arbeit

ni
ht behandelt sind. Um nur einige Beispiele zu nennen: Au
h die damit

verbundenen Probleme der Handlungsfreiheit und des Fatalismus wurden

ni
ht oder nur am Rande ber

�

uhrt. In dieser Hinsi
ht w

�

are es beispielswei-

se g

�

unstig, einen entspre
henden Handlungsbegri� auszuarbeiten. Bei der

Behandlung der Zeit wurde dem Unters
hied von relativistis
her und klas-

sis
her Au�assung keine Bea
htung ges
henkt, anl

�

a�li
h der Sti
hpunkte

kausale Notwendigkeit, generelle Kausalit

�

at und Transitivit

�

at wurden weder

die Resultate der Chaostheorie ber

�

u
ksi
htigt no
h ni
htmonotones S
hlie-

�en erw

�

ahnt. Au
h wenn i
h der Meinung bin, da� der im ersten Kapitel

entwi
kelte Ereignisbegri� f

�

ur die L

�

osung der wesentli
hen Probleme auf

diesen und anderen Gebieten angemessen und e�ektiv ist, ist es si
her ni
ht

der einzig erfolgverspre
hende. Im zweiten Kapitel habe i
h versu
ht, die

Vor- und Na
hteile weiterer, teils deutli
h

�

alterer und prominenterer Er-

eigniskonzeptionen darzustellen. Allerdings haben ni
ht nur Russell einen

Faktbegri�, ni
ht nur Montague eine Idee zu ni
ht{existenzpr

�

asupponieren-

den Pr

�

adikaten, ni
ht nur Davidson eine Adverbialtheorie, ni
ht nur Kim

einen Vors
hlag zum Cambridge{Change{R

�

atsel, ni
ht nur von Kuts
hera

einen Formalismus zur Behandlung der K

�

ornigkeit, ni
ht nur Ur
hs eine

Rahmen{Theorie. Andere konnten hier no
h ni
ht einmal erw

�

ahnt werden.

An dieser abenteuerli
hen Unternehmung haben viele teilgenommen, und sie

ist ja au
h no
h im Gange.





Literaturverzei
hnis

[1℄ Augustinus. Bekenntnisse. Philipp Re
lam Jun., Stuttgart, 1989.

[2℄ J. Bennett. Events and Their Names. Clarendon Press, Oxford, 1988.

[3℄ M. Brand. Simultaneous 
ausation. In P. van Inwagen, Hrsg., Time

and Cause, S. 137{153. Dordre
ht, 1980.

[4℄ A. Burks. The logi
 of 
ausal propositions. Mind, LX:363{382, 1951.

[5℄ K. Campbell. Abstra
t Parti
ulars. Basil Bla
kwell, Oxford / Cam-

bridge/Mass., 1990.

[6℄ Mili
 Capek, Hrsg.. The Con
epts of Spa
e and Time, Dordre
ht /

Boston, 1976. D. Reidel Publishing Company.

[7℄ R. Carnap. Abri� der Logistik. Springer, Wien, 1929.

[8℄ L. Carroll. Ali
e im Wunderland. Ali
e im Spiegelland. Verlag Philipp

Re
lam jun., Leipzig, 1985.

[9℄ N. Cartwright. How the Laws of Physi
s Lie. Clarendon Press, Oxford,

1983.

[10℄ N. Cartwright. Nature's Capa
ities and their Measurement. Clarendon

Press, Oxford, 1994.

[11℄ Roderi
k M. Chisholm. States of a�airs again. Noûs, 5:179{189, 1971.
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