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Abstract

Electrical Impedance Spectroscopy (EIS) consists in the application of a small voltage

or current to a material, varying its frequency in a wide range and measuring its re-

sponse to the estimulation. In this sense, the spectral behavior of the observed substance

is obtained, as for each discrete frequency point one value of impedance is measured.

Specifically when applied to biological systems it is called Bio-Impedance Spectroscopy

(BIS).

This research is about applying EIS to biological systems in order to characterize them.

Specifically, the fundamental research question was to identify whether different cell

types and tissues could be distinguished by means of EIS. The research was further nar-

rowed by applying BIS to distinguish cancer cells and tumors from their healthy counter-

parts. The knowledge gap in this field is immense; the applications to medicine unfore-

seen. For as simple as the technique is, it is amazing how powerful it is. Applications of

the technique researched during the five-year period of this PhD are:

• Distinction between metastatic and non-metastatic cancer cells

• Distinction between healthy tissues and cancer tumors based on their spectral re-

sponse

During this research one physical characteristic was encountered which allows the dis-

tinction between metastatic and non-metastatic cancers: the cell surface charge. For

all researched cancer groups (prostate, colorectal, breast and leukemia) the cell surface

charge per cm2 was found to be smaller for more metastatic cancers than for less meta-

static ones. At the moment of the publishing of this Thesis, no other work in Literature

is known to have identified so clearly such a physical parameter that distinguishes meta-

static cancers from non-metastatic ones.

To be able to measure the impedance of biological cell suspensions and tissues up to

very low frequencies (f < 1 kHz) a four-electrode-terminal measurement setup was used.



Therefore a new chamber which allowed for the measurements of the cells suspensions

was developed. To measure the tissues an array of four-electrodes in a special config-

uration was used. The advantages of measuring cells and tissues at low frequencies is

that in such frequencies a different physics is occurring therefore the amount of charge

"perceived" is much larger than in higher frequencies. Nevertheless, due to strong arti-

facts caused by electrode polarization only with a four-electrode-terminal setup the ex-

periments can be performed. Developing such geometry and system which allowed to

eliminate all the artifacts in low frequencies was a quite challenging task. Not only to the

geometry, but significant attention was also given to the materials of the chamber and the

metals used to contact the biological tissues as the majority of materials are poisonous to

the cells and kill them.

Throughout this research it was observed that healthy and cancerous cells and tissues

have a different spectral behavior. This difference in the frequency behavior is closely

correlated to the effects of the cancer in the cells and tissues. Through the signal pro-

cessing of the experimental results considerable interesting information from the status

of the cancers could be extracted. For physicians at the hospital, the technique may open

a better understanding of cancers and may help in the gain of useful information in a

clinical context to support the decision of the best therapies for patients.

Another topic discussed includes the proposal of the architecture of an implant to be

placed inside solid tumors in vivo and monitor tumor response to treatment through BIS.

Additionally, two different architectures of a sensor to measure the cancer metabolites or

biomarkers concentration in vitro or in vivo were proposed.
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Chapter 1

Introduction

Electrical Impedance Spectroscopy (EIS) also known as Bio-Impedance Spectroscopy

(BIS) when applied to biological contexts is a simple and powerful technique to char-

acterize systems. It consists in the application of a small amplitude voltage signal to a

system and measuring its current response (potentiostatic EIS). If a current is applied and

the voltage is measured it is called galvanostatic EIS. Current established applications of

the technique are the characterization of battery systems, evaluation of painting quality in

painting industry, estimation of body and fat composition in athletes, evaluation of food

quality control and currently under development to distinguish healthy from diseased

cells and tissues [1–5].

The fascinating about applying BIS to biological material is that biological systems

present a special signature in frequency, similar to a fingerprint, which relates closely

to their internal structure and status. Therefore interesting insights can be derived from

the experimental results to characterize such systems. When comparing the impedance

spectrum of cancer cells and tissues with healthy ones even more striking conclusions

can be drawn. The spectrum of such tissues and cells is quite different from their healthy

counterparts which is directly related to the effects of the cancer in the healthy systems.

In the next chapter a short revision about the topic of BIS is presented and the following

chapters will show more details on how the impedance spectrum of healthy and cancer

cells and tissues can be analysed and correlated to their status. In this sense, BIS used in
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clinical context has the promise of being an excellent tool to aid physicians in evaluating

cancer status and the effectiveness of different therapies.

1.1 Purpose of the Work

The purpose of this research is to develop methods and tools to distinguish different

cell types and tissues, with a special focus on distinguishing cancer cells and tissues

from healthy ones. This project was financed by ProExzellenzia Program 4.0 and by the

Research Center of Medical Technology Hamburg (FMTHH).

Applications of the results include the distinction of cancer and healthy tissues in a clin-

ical context (Chapter 7), for instance, by defining tumor boundaries during surgery for

tumor removal. Identification of the mechanisms which lead to metastasis, providing in-

put to develop a new wave of less aggressive medicaments for cancer treatment based on

the blocking of specific ionic channels present at the cell membrane (Chapter 5). Evalu-

ation of cells response to chemotheraphy by identifying the most effective chemotheraphy

agent for each cell type and the best concentration to give to patients (Chapter 6).

1.2 Thesis Outline

The structure of this doctoral thesis is organized as follows:

Chapter 2 presents a literature review of several topics important for the thesis, for

instance, the structure of biological cells and their composition, Electrical Impedance

Spectroscopy, graphical representation and mathematical formulation of impedance data,

among others.

In chapter 3 a detailed description of the four-electrodes-terminal (4T) system developed

is given. The development of such a system was essential to perform the electrochemical

experiments in cells suspensions up to frequencies below 1 kHz.
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In chapter 4 a large set of experimental results from the impedance measurements of

several cancer cell lines using the 4T chamber described in Chapter 3 is presented and

compared. Also the interpretation and correlation with physical parameters of the sys-

tem is mentioned. To complete the chapter useful recommendations to perform future

experiments are given.

In chapter 5 the experimetal results of cells suspensions are processed to extract the cell’s

external surface charge and this charge is correlated with the metastatic potential of the

cancer cells.

In chapter 6 adherent cell cultures are measured using an interdigited electrode system

(IDE) to evaluate their growth and response to two different types of chemotheraphy

medication.

In chapter 7 the impedance spectrum of several healthy organs and tumors from mice

is measured and compared. Interesting insights could be obtained from this chapter to

distinguish cancer from healthy tissues. Chapter ?? concludes the thesis and gives re-

commendations for future research.

The topic of cancer is huge and very complex, as cancer is a single name for a large set

of diseases with some common characteristics (uncontrolled cell proliferation, ability to

form distant metastasis) nevertheless with lots of differences among the different types

of cancers. Therefore finding characteristics which are common to the majority of cancer

types is essential and this doctoral thesis has made an important step towards this direc-

tion. As cancer is already of major medical concern and with population aging it will

evolve into a leading cause of death worldwide1, any new research which supports phys-

icians in understanding cancer mechanisms and providing better treatments to patients is

a valuable contribution to humanity.

1It is estimated that with population aging, during the next 20 years up to 25% of European and North
American populations will die of cancer [6].
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1.3 Contributions

The first contribution to the state of the art of this doctoral thesis was the development

of a cheap, easy to produce and scalable four-eletrode-terminal chamber system (4T)

using 3D printing techniques. Since the concept up to the first prototype two years were

necessary and throughout the last five years several improved versions were produced.

The last and smallest version is presented in chapter 3. It belonged to this task finding

the best geometry, the size, how to produce it efficiently in a cheap way, the chamber

material and specially important was the identification of a proper metal (Pt) to interface

directly with the cancer cells inside the electrochemical chamber without killing them

and providing an stable open circuit potential for the experiments in low frequencies.

The challenge on performing impedance experiments in liquids for frequencies below

1 kHz lies on the double layer effects which hide the real response from the biological

systems. Therefore, finding a geometry which does not distort the electric field, which

eliminates or reduces the double layer effects to a minimum and producing it in a cheap

and fast way was a great contribution.

A second and important contribution to the state of the art was to find one characteristic

specific from the cells, the external cell surface charge, and correlate it with their meta-

static potential. The ability to separate charge between the extracellular and intracellular

medium is affected by the cancer, i.e., metastatic cancer cells in general show a lower

capacity to separate charge between the two media. In other words, in general, the cell

membrane of more metastatic cancers will be leakier than less metastatic cancers. This

will translate into a higher (towards positive values) resting membrane potential, namely,

a depolarized cell membrane potential. As the depolarization of cell membrane potential

functions as a signaling for the cells to start their cycle of division [7], this result is of

extreme importance for Medicine. Translating into other words, possibly the develop-

ment of new drugs which block specific ionic channels in specific types of cancers can

reduce the aggressivenes of the cancer by causing the shifting of the resting potential of

the cancer cells towards more negative values (hyperpolarization) and reducing the speed

of cancer proliferation. Important to highlight is that given the complexity of the meta-

static process this is certainly not the only mechanism leading to it. Additionally, for each
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type of cancer it has to be researched which specific channels should be blocked in order

not to affect the surrounding healthy cells blocking their channels too.

A third contribution to the state of the art was to perform a large number of experiments

with a broad set of cancer cell types and repeating the experiments with different cell

seeds to give more confidence to the results. Additionally the identification of some

of the mechanisms that affect cancer cells impedance spectral behavior (conductivity

of the supernatant, temperature, volume fraction of suspendend cells, frequency) and the

suggestion of new experimental practices to reduce the experimental spread. The majority

of the results published in literature refer to experiments which were not repeated with

different cell seeds, therefore being hard to generalize such results.

A fourth contribution was to find two common characteristics that distinguish most types

of cancers from healthy tissues and proving them by the repetition of the experiments,

namely, the higher tumor conductivity and lower impedance magnitude when compared

to healthy tissues. There are a few studies in literature [3, 8] which also reported the

observation of a higher conductivity in tumors, nevertheless here the study was extended

through a large set of experiments, a large set of repetitions, a large number of healthy

tissues compared to the tumor ones and the measurement of two different types of tumors.

The last contribution to science was the extension of the experimental results of epsilon

and sigma for a large number of tissues up to very low frequencies. Literature is scarce or

inexistent for several organs in frequencies below 1 kHz and this study makes a significant

contribution in this direction by using a four electrode terminal setup. The values of

dieletric constant and sigma for the tissues are used in dosimetry studies, namely, to

evaluate the effects of electromagnetic fields in human tissues interacting with such fields

and to stablish safe limits for such interaction.

Minor contributions include:

• Proposal of the architecture of the implant (appendix A).

• Proposal of an improved version of interdigitated electrodes system to measure

adherent cells and observe their growth and response to chemotheraphy (chapter

6).
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• Proposal of a method to measure the cell to cell junctions resistance strength and

correlate it with the metastatic potential of cancer cells (chapter 6).

The architecture of the implant was developed in LTSpice with discrete macro compon-

ents and is described in figure A.1. Of course when developing the miniaturized version

of such circuit instead of using discrete components, a couple of transistors should re-

place the function of those macro components, for instance one can think of replacing the

operational amplifiers in figure A.2 to a simplified version of a differential amplifier with

five transistors. The architecture of a four electrode terminal potentiostat is proposed in

figure A.2 and is a combination of three differential amplifiers with five buffers. Observe

that for measuring the impedance of cancer tumors up to frequencies below 1 kHz ne-

cessarily a four-electrode-terminal (4T) architecture must be used. The lock-in detection

described in Appendix A is used to separate the real and imaginary parts of the signal.

Alternative archiectures are proposed in literature, for instance using an integrator instead

of a frequency mixer, nevertheless such archicture requires a long integration time in or-

der to have a reasonable signal to noise ratio. Given the low frequencies used in such 4T

experiments, the lock-in detection using frequency mixing was preferred for being faster.

1.4 List of Publications

Here there is a list of international and national conference publications and presentations,

both as a first author or co-author, produced during the PhD (1-8) and the master thesis

(9-10) which preceeded the PhD as a preparation for it. The publications are listed in

chronological order.

1. V. S. Teixeira, V. Labitzky, U. Schumacher, W. Krautschneider. Use of Electrical

Impedance Spectroscopy to Distinguish Cancer from Normal Tissues with a Four

Electrode Terminal Setup. In: 54th DGBMT Annual Conference, 29 Sept – 1st

October, 2020, Leipizig, Germany.

2. V.S. Teixeira, T. Barth, V. Labitkzy, U. Schumacher, W. Krautschneider. Electrical

Impedance Spectroscopy for Characterization of Prostate PC-3 and DU 145 Cancer
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Cells. 41st Annual International Conference of IEEE Engineering in Medicine and

Biology Society (EMBC), 23-27 July 2019, Berlin, Germany.

3. T. Barth, V. S. Teixeira, W. Krautschneider. Designing electrodes for electrical

impedance spectroscopy in a four terminal setup. Additive Manufacturing Meets

Medicine 2019, Lübeck, Germany.

4. T. Barth, V. S. Teixeira, W. Krautschneider. Chamber miniaturization for four ter-

minal electrical impedance spectroscopy. Additive Manufacturing Meets Medicine
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5. V. S. Teixeira, J. J. Montero-Rodríguez, W. Krautschneider. Bioimpedance Spec-

troscopy for Characterization of Healthy and Cancerous Tissues. IEEE Interna-
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Biomedical Engineering 2018; 4(1):1-4. In: 52nd DGBMT Annual Conference,

26-28 September, 2018, Aachen, Germany.
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ance Spectroscopy Measurement of in Vitro Cells Solutions in order to Distinguish

Different Cells Types. SAFE Workshop – annual conference on Microsystems,

Materials, Technology and RF Devices, Twente University, Enschede, The Nether-

lands, June, 2018 (Poster and Presentation)

8. V.S. Teixeira, J-P Kalckhoff, W. Krautschneider. Impedance Spectroscopy Meas-
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ICT Open 2017 Conference Proceedings der NWO, 2017, p. 14-17 Amersfoort,
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9. V. S. Teixeira, D. L. Villarreal, D. Schöder, W. Krautschneider. Circuit Model-

ling of Action Potential Generation and Propagation in Damaged Nerve Cells. ICT

Open Conference, March 2015, Amersfoort, The Netherlands. (Poster & Presenta-

tion)
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for neuromuscular stimulation. 11. Hamburger Studententagung für Innovative

Medizin und Biotechnologie, May 14, 2014, Hamburg, Germany.
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Chapter 2

Theoretical Background

All existing matter is formed of atoms. And the atoms themselves are formed of electrons

(negatively charged), protons (positively charged) and neutrons (no charge). The atoms

that form the matter stay together by means of atomic (intramolecular) and intermolecular

forces. When an external electric field is applied to such charged matter it provokes the

rearrangement of the charges. Free charges physically move (drift) and cause conduction

currents. Bound charges which are attached to their molecules are displaced and orient

themselves in the direction of the electric field causing a displacement current. If the

impedance of such matter is measured, the effects of the conduction currents will be

observed externally in the real part of the impedance, while the effect of the displacement

current will be measured in the imaginary part of the impedance.

Non-metallic materials show the ability to be polarized, namely to show an increase in

its dielectric constant value when submitted to the influence of an external electric field.

The external electric field causes the redistribution of charges present on the material and

its dielectric response is a measure of how strong this charge redistribution occurs. In

this sense, dielectric spectroscopy, or more precisely when applied to biological mater-

ials biopimpedance spectroscopy, is the science that correlates the dielectric properties

of biological materials with its microscopic polarization and conduction behavior [9].

Considering that each biological material has its own characteristic dielectric behavior,

this behavior can be correlated to its internal structure. That is a powerful concept and it
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FIGURE 2.1: Illustration of dielectric constant concept using a parallel plate capacitor
example

will be extremelly useful especially when dealing with cancer tissues as will be shown in

future chapters.

Figure 2.1 illustrates the concept of dielectric constant using a parallel plate capacitor

example. In a perfect empty parallel plate capacitor (left figure) its capacitance C0 is

given by equation 2.1, where ε0 is the vacuum permittivity, A is the area of the electrodes,

which are separated by a distance d. If a dielectric material is inserted between the two

metal plates (right figure), an increase in the capacitance is observed due to the additional

charge density induced by the electric field and this capacitance is given by equation

2.2. The additional increase in the capacitance is a measure of the ability of the material

to polarize and it is called its dielectric constant or εr. For most materials, including

biological cells and tissues, εr varies with frequency.

C0 =
ε0A

d
(2.1)

C = εrC0 =
εrε0A

d
(2.2)
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2.1 Biological Cells

Any organism which is alive is formed of cells. Cells are membrane enclosed living

units able to duplicate themselves and form new cells. A new cell only is formed by a

pre-existing one. Cells are basically divided in two types: prokaryotics and eukaryot-

ics. Prokaryotics are simple single celled organisms, which do not have a membrane

enclosing their nucleus and organelles. For all prokaryotes the DNA floats in the cytosol

together with the other cell organelles.

2.1.1 The Eukaryotic Cell

In contrast to prokaryotic, eukaryotic cells have their genetic material, i.e. the DNA,

separated from the other cell components by a membrane forming the nucleus. Addition-

ally, eukaryotes have membrane enclosed organelles. In general, they are larger and more

complex than prokaryotes. They can live as single celled organisms (e.g. yeast, amoebae)

or as multicellular organisms (e.g., plants, funghi and animals). All multicellular organ-

isms are formed from cells. The most common organelles found in animal cells will be

described in the next subsections.

2.1.1.1 Nucleus

The nucleus is a double membrane enclosed organelle which contains the genetic ma-

terial of the cell, the DNA. In eurkaryotic cells it is normally the largest organelle. The

DNA is responsible for keeping and carrying the genetic information from the cell and

transmitting this information to its progeniture. The double membrane which encloses

the nucleus is called nuclear envelope.

2.1.1.2 Cytosol

The cytosol is the liquid material which fills the cell in between the cellular membrane and

the nuclear envelope. The cytosol is crowded of large and small molecules, nutrients and
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organelles. In the cytosol proteins are fabricated by ribosomes and also the digestion of

nutrients occurs. In the cytosol the three different types of cytoskeleton filaments moves

proteins and organelles inside the cell. Also there, molecules are in constant random and

thermal motion and in collision.

2.1.1.3 Mitochondria

Mitochondria are responsible for the cellular respiration. They are found in all eukaryotic

cells and harvest energy from the oxidation of sugars. During this process they produce

Adenosine Tri-Phosphate (ATP) which is the main energy source of the cells. By this way

they consume oxygen and release carbon dioxide, therefore the name cellular respiration.

Similar to the nucleus, they also contain DNA and are enclosed within two membranes

where the inner is highly convoluted and the outer membrane is smooth. Mithocondria

also reproduce by dividing in two.

Mitochondria

Intermediate
    filament

   Plasma 
membrane

Rough
Endoplasmatic 
Reticulum

Peroxisome

Lysosome

Ribosome
   Golgi 
apparatus

Smooth
Endoplasmatic 
Reticulum

Microtubule

Microfilament

Nucleolus

Nucleus

Cytosol

FIGURE 2.2: Diagram of an eukaryotic cell showing its main internal organelles. Ob-
serve that differently from the prokaryotic cells, the eukaryotic cells have all their organ-
elles enclosed between membranes, especially the nucleus.
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2.1.1.4 Endoplasmic reticulum

The endoplasmic reticulum is responsible for fabricating most of the cell membrane com-

ponents and the materials to be exported out of the cell. Its membrane is contiguous to

the nuclear membrane. Researchers observed that cells specialized in protein secretion

have a very large endoplasmic reticulum [6].

2.1.1.5 Golgi Apparatus

The Golgi apparatus is a stack of flat sacs that modifies molecules fabricated in the en-

doplasmic reticulum and pack them to be transported to another cell organelle or to be

expelled from the cell.

2.1.1.6 Lysossomes

Lysossomes are small, irregularly shaped organelles responsible for the intracellular di-

gestion. They digest and release nutrients for the cell and also break unwanted molecules

for recycling or excretion.

2.1.1.7 Cytoskeleton

The cytoskeleton in resemblance to human skelet can be considered the cell skelet. It

is responsible for cell’s movements and also for the movement of large molecules, or-

ganelles and chromossomes inside the cells during cell division. It is composed of three

types of filaments: actin, microtubules and intermediate filaments. Actin are the thinnest

filaments, followed by intermediate and the thickest are the microtubules. The three types

of filaments organized together give the cell its strength, control its shape and drives and

guides its movements. Therefore, cytoskeleton filaments are responsible for governing

the internal cell organization and its external characteristics.
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2.1.1.8 Peroxisomes

Peroxisomes are small membrane enclosed sacs. They are the place where hydrogen

peroxide is used to inactivate toxic molecules for the cell. They also form membrane

enclosed vesicles to carry components from one organelle to the other.

2.1.2 Cellular Membrane

Cellular membranes are the enclosing protection layer of eukaryotic cells; they separate

the extracellular fluid from the intracellular. Among its important functions are the active

and passive transport of ions (e.g. Na+, K+, Cl−) from the inside to the outside and

from the outside to the inside of the cell through specific protein ionic channels. They are

also responsible for keeping the resting potential between the inside of the cell and the

outside in a stable value that varies according to the cell type1. Cell membranes give the

cells their shape and allow the connection to neighbooring cells or extracellular matrix

through attachment proteins (cadherins and integrins) to form the tissues. They are also

populated by sensor proteins that allow them to communicate and exchange signals with

each other and receive signals from the environment.

Cellular membranes are mainly composed of a phospholipid bilayer transpassed by dif-

ferent types of proteins. The type of proteins present differs from one membrane to each

other, what gives its proper characteristics. Each phospholid molecule is formed from a

hydrophilic ("water loving") head facing the water environment and a hydrophobic ("wa-

ter fearing") tail, facing the interior of the membrane. Prokaryotic cells, e.g. bacteria and

archea, have only the extracellular membrane while eukaryotic cells have the external and

also internal membrane compartiments for the organelles. Although the membranes ar-

rangement is similar, the proteins present in the cellular membrane and in the membranes

of the internal organelles differ significantly [6]. Cellular membranes have a thickness

that varies from 3 nm up to 10 nm depending on how the proteins are considered.

1For example: giant squid axon −70 mV; human sensory nerves from peripheral nervous system −90
mV. For a more complete list of cell membrane potential variation according to different cell types please
see reference [7].
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TABLE 2.1: Electrical parameters for the Giant Squid Axon (neuronal cell type).

Param Description Value Reference
Gmem Conductance of membrane for live cell 2mS/cm2 [10, 11]

Cmem Cell membrane capacitance 1 µF/cm2 [11]

Vmem Resting cell membrane potential −70 mV [11]

The cell membrane is elastic and allows the cell to change its shape and move. This is

important for several cell types, e.g. human keratynocytes or skin cells, that need to move

fast and connect to each other when skin is wounded to prevent excessive bleeding and the

invasion of external microorganisms. The membrane is also not static, but behaves like a

two dimensional fluid where molecules that form it can move in the plane and also change

position. That allows molecules and proteins to diffuse easily through the membrane

layer. The fatty acids that compose membrane cells are mainly formed in the endoplasmic

reticulum and special enzymes called flippases position the phospholipids in the right

place, even changing from one monolayer to the other. It means that the composition of

the membranes facing the cytosol of the cell is different from the composition facing the

extracellular medium. That also applies to organelles’s membrane. This characteristic is

very important for proper function of the proteins that transpasses the cell membranes.

The lipid bilayer of cell membranes works mainly as a barrier for diffusion. Neverthe-

less, most of membrane functions are performed by their attached proteins. In animal

cells proteins constitute approximately 50% of the membrane mass [6], the rest being the

phospholipids and carbohydrates. Given the difference in size and weight, i.e. phosphol-

ipids are much smaller, proteins are less abundant than phospholipids.

2.2 Electrical Properties of Biological Systems

Live biological cells solutions and tissues show dispersions when submitted to frequency

variable electric fields. The mechanisms behind the dispersions are, nevertheless, diverse.

In low frequency ranges, ionic clouds are formed around suspended charged colloidal

particles, e.g. biological cells and tissues. The deformation of the clouds caused by
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FIGURE 2.3: Schematic structure of phospholipid bilayer that composes cell mem-
branes. Observe that the hydrophilic heads face always the aquous environment and
the tails the middle of the membrane, far from the water. Observe also that composition
of the lipid bilayer facing the cytosol is different from the one facing the extracecllular
medium (illustrated by different colors).

FIGURE 2.4: Detailed schematic of a cell membrane, showing its different components
including several types of proteins, carbohydrates, phospholipid molecules, cholesterol
and the filaments that gives its strength and allows the cell to change its shape and move.
Extracted from [12].
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frequency variable electric fields gives rise to α-dispersion. The enourmous values of

dielectric constants observed in biological materials in low frequencies are due to α-

dispersion [13–16].

From approximately 100 kHz to some tenths of MHz Maxwell-Wagner effects lead to β-

dispersion. The relaxation is caused by charge separation and accumulation at the inter-

faces between the extra- and intra-cellular fluids due to the cellular membranes. Charge

needs time to accumulate in one side (intra-) and the other (extra-) cellular medium.

Therefore when the frequency of the electric field increases and the charges are not able

to follow its speed β-relaxation is observed. The time constant of the relaxation mechan-

ism will depend on the cell membrane capacitance and resistance, intra- and extra-cellular

fluids resistivities and also from the cell radius [14, 17, 18].

The γ-dispersion is observed above 1 GHz and is due to the high water content existent

inside cells and tissues. Considering that water relaxes close to 20 GHz, γ-effect is at-

tributed to the dipolar relaxation of water dipoles inside biological matter. Another small

dispersion (δ) extending from approximately 100 MHz until some GHz due to protein

bound water can also be observed [14, 17].

The discussed so far brings the important question: What is a dispersion? Dispersion is

defined as the variation of the dielectric properties of biological material, e.g. biological

cells suspensions and tissues, observed when those materials are submitted to frequency

variable electric fields. It is in normally expressed as a decrease in the dielectric constant

or permittivity ε(f) and an increase in the conductivity σ(f) of the biological material as

the frequency of the applied electric signal increases. Schwan in 1994 in his famous paper

[14] illustrates the expected dispersions of biological cells suspensions and tissues (see

fig. 2.5). Alternative representations like Bode plots, Nyquist plots and conductivity are

also extensively used and will be presented in future sections. Only polarizable materials

will exhibit dispersions; non-polarizable dielectric or metals will not present any [10].

Similar to a signature or fingerprint the dispersion curve or the characteristic spectral

behavior of biological cells suspensions can possibly be used to differentiate cell types

and status. In [19] authors measured the electric properties of two lines of breast cancer

cells, compared with normal healthy breast cell tissue and showed in their results that the
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FIGURE 2.5: Illustration of the expected relaxations or dispersions in biological cells
suspensions. The continuous line represents the permittivity or dielectric constant and
the dashed line the conductivity of the biological material. Adapted from [14].

three types of cells have a characteristic electrical signature variable with frequency that

can be used to differentiate among the cell types. In another study, O’ Rourke et al. in

[20] measured the dielectric properties in-vivo and ex-vivo of human normal, malignant

and cirrhotic liver tissues and they found significant differences in their wideband values.

The frequency dependency of the dielectric properties of biologic materials when submit-

ted to an electric field is attributed to the membrane polarization phenomena. Even when

membrane polarization is well defined on a wide frequency range, the exact interaction

mechanisms inside the cellular environment are not completely understood. Therefore,

dielectric spectroscopy performed at the cellular and molecular level is progressively

emerging as a diagnostic technique as it permits the non-invasive, label-free and real-time

probing of cells in their culture biological medium [21]. One of the major challenges on

using this technique for diseases diagnosis is the miniaturization of the analyzing tools.

Most of the existing ones are bulky and the cells have to be removed from their me-

dium in order to have their electrical characteristics measured. The actual and major

cellular analysis tools are optical detection based and also require bulky equipment as

long as fluorescent tags that can interfere with cell activity and vitality and also have a

time-consuming preparation phase.
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2.3 Electrical Impedance Spectroscopy

Electrical Impedance Spectroscopy (EIS) or Bio Impedance Spectroscopy (BIS) when

applied to biological matter is a simple and powerful technique to characterize systems.

It consists in the application of a small amplitude frequency variable voltage signal to

a material or sample and measuring its current response (potentiostatic EIS). For biolo-

gical systems as very low AC voltages are used, e.g. 14 mV, no stress is exerted to the

substance. Compared to conventional procedures for characterization BIS offers great

advantage, as often staining has to be used in those procedures to identify the cells which

degrades their vitality. If a current is applied and the voltage is measured it is named

galvanostatic EIS. Current established applications of the technique are the characteriza-

tion of battery systems, evaluation of painting quality in painting industry, estimation of

body composition, evaluation of food quality control and currently under development to

distinguish healthy from diseased cells and tissues [1, 3–5, 19–24].

The interesting about applying BIS to cancer tissues is that they have a spectral behavior

quite different from their healthy counterparts and this has all to do with the effects of the

cancer in the tissues themselves. Also, interesting information and conclusions can be

drawn from the analysis and comparison of the spectral response of healthy and cancer

tissues. Values such as cell membrane capacitance, cytoplasmatic resistance, tissue con-

ductivity, among others are examples of parameters that can be derived. In this chapter

a short revision about the topic is presented and the following chapters will show more

details on how the impedance spectrum of healthy and cancer cells and tissues can be ana-

lysed and correlated to their status. In reality it means that BIS has the promise of being

an excellent tool to aid hospital doctors in evaluating cancer status and the effectiveness

of theraphies.

2.3.1 Mathematical Concept of Impedance

Impedance is defined as the ratio of the voltage applied per current measured of a system

or sample. Mathematically:
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Z(ω) =
V (ω)

I(ω)
(2.3)

Alternatively, it can also be expressed as the ratio of the sinusoidal signals applied and

measured:

Z(ω) =
V0sin(ωt)

I0sin(ωt+ θ)
(2.4)

The same equation can also be expressed in polar coordinates as:

Z(ω) =
V0

I0

ejωt

ejωt+θ
(2.5)

The variable ω is the angular frequency of the signals, V0 is the amplitude of the applied

voltage and I0 the amplitude of the measured current. Z represents the magnitude of

the impedance and the angle θ is the phase angle between voltage and current. Observe

that the three equations show the same information in different ways. The amplitude of

the applied signal V0 should be small enough in order to keep the linearity of the system

and avoid harmonics. The frequency response of the substance can be identified and it is

specific for the substance under investigation. As impedance varies with frequency, it has

a defined value for each discrete frequency point.

Impedance can also be expressed as a function of permittivity or dielectric constant (ε)

and conductivity (σ) of the sample as:

Z(ω) = K ∗
(︃

1

σ(ω)
+

1

jωε0εr(ω)

)︃
(2.6)

Where ε0 is the permittivity of vacuum and εr is the relative permittivity of the medium.

The constant K or cell constant defines the geometry of the measurement setup and is

calculated as the ratio of the distance of the electrodes per area (see fig. 2.1). For a parallel

plate geometry, where electrodes are of rectangular shape with area A and separated by a

distance d the cell constant is calculated as:
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K =
d

A
(2.7)

In a situation where it is not possible to determine K analytically it can be determined

experimentally by measuring a standard solution, e.g. KCl, with known conductivity.

The relative permittivity εr(ω) expresses the ability of the system to store electrical en-

ergy and it is related to the capacitance of the system or equivalently the imaginary part

of the impedance [10]. While the conductivity σ(ω) represents the ability of the system

to conduct electrical energy with its free charges. Inside cells and tissues the conductivity

is caused by the movement of free charges, e.g. free ions abundant in biological media,

and the permittivity is caused by charge separation and accumulation at the interfaces of

cell membranes. Observe that both σ and ε for biological tissues and cells are frequency

dependent.

While ε(ω) and σ(ω) represents the stored and transmitted energy respectively, the im-

pedance Z(ω) in its general terms expresses the ability of a system to resist the passage

of electric current. The impedance is defined as an extension to Ohm’s law of electric

current where not only the resistance to the passage of current expressed in the real part

of the impedance is considered, but also the stored energy in the system represented in the

imaginary part. The phase angle θ in equation 2.5 shows how much the electric current

generated in the biological system will lag the voltage applied to it. A summary of the

mathematical representation of impedance data is given in table 2.2.

2.3.2 Graphical Representation of Impedance Data

Impedance data can be represented in several forms, by means of polar Bode plots where

impedance magnitude and phase are plotted against frequency or alternatively as rect-

angular Bode plots as real and imaginary parts against the frequency. Other useful rep-

resentations include Nyquist plots, modulus plot and permittivity and conductivity plots.

Different representations of the experimental data allow to visualize distinct details of
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TABLE 2.2: Mathematical representation of impedance data.

 Equation Description 

(a) 𝑍(𝜔) =
𝑉(𝜔)

𝐼(𝜔)
=

|𝑉|

|𝐼|
∠𝜙 = |𝑍|∠𝜙 

Magnitude |𝑍| and phase 𝜙 

(b) 𝑍(𝜔) = 𝐾 (
1

𝜎(𝜔)
+

1

𝑗𝜔𝜀0𝜀𝑟(𝜔)
) Conductivity 𝜎 and permittivity 𝜀 

(c) 𝑍(𝜔) = 𝑅 + 𝑗𝜔𝑋 Real 𝑅 and imaginary 𝑋 part of 
impedance 

(d) |𝑍| = √𝑅2 + 𝑋2 Magnitude of impedance 

(e) 𝜙 = 57.3 tan−1
𝑋

𝑅
 Phase of impedance 

(f) 𝐾 =
𝑑

𝐴
 

Cell constant. The letter 𝐴 indicates 
electrode’s area and 𝑑 their 
separation distance 

(g) 𝜎(𝜔) =
𝐾

𝑅(𝜔)
 Sample conductivity 

(h) 𝜀(𝜔) = 𝜀𝑟𝜀0 = |
𝐾

𝑗𝜔𝑋
| Sample permittivity 

(i) 𝐶 =
1

𝑗𝜔𝑋
 

Sample capacitance 

(j) 𝜔 = 2𝜋𝑓 Angular frequency 

 

dispersions that often are not easily visible in other types, therefore in the data interpret-

ation more than one representation type is normally used. Figure 2.6 shows a summary

of the most common representations.

2.3.3 Electrical and Electrochemical Circuit Elements

While in normal electric circuits there exists real resistors, capacitors, inductors, among

others, in biological systems such elements do not exist, but are used as an abstraction to

interpret the ability of such biological systems to conduct currents and separate charges.
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FIGURE 2.6: Graphical representation of impedance data. Observe the similarity
between the different representation types; this is not by case as several representations
are derived one from each other. The distinct visualizations of impedance data facilitate
the analysis and interpretation of the experimental data and allows to search for “hid-
den” effects or dispersions. Directly from the graphs, several values can be read like the
value of the medium resistance Rs from the Nyquist plot and the values of the relaxation
frequencies fc from the Bode plots.

When fitting experimental impedance data of biological cells and tissues the follow-

ing elements are normally used: resistors "R", capacitors "C", Constant Phase Elements

"CPE’s", inductors "L" and Warburg Elements "W".

The resistor R is a linear element, which follows Ohm’s law in all currents and voltages.

The value of its impedance is constant and independent of the frequency and the currents

flowing through a resistor are always in phase with the voltages. In biological systems

resistors represent the current measured by external devices as an effect of the movement

of free charges, specifically ions abundant in biological media, e.g. Na+, K+, Cl−.

Alternatively resistors will also represent the charge exchange between the interfaces of
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electrodes and biological media, also called charge transfer resistance RCT . Important

to highlight is that, depending on the application, a very large RCT is desirable, i.e. that

very few or zero current is injected in the biological system.

The second most commonly used element, the capacitor has only an imaginary imped-

ance component which value decreases as the frequency of the sinusoidal signal applied

increases. The currents flowing through a capacitor are phase shifted 90o in relation to

the voltages. In biological systems capacitors represent the cell membranes and their

ability to separate charges, accumulate charge at the interfaces of different materials and

polarize, i.e., change orientation within the electric field.

The third most common element used to fit impedance data of biological systems is the

Constant Phase Element or CPE, which is a variation from the traditional capacitor. While

in normal electrical circuits a CPE is inexistent, in electrochemical systems they are very

common. A CPE behaves like a "capacitor", nevertheless it has an impedance dependence

in relation to frequency as a function of an exponent α that varies from 0 < α < 1. In real

electrochemical systems capacitors are never "perfect capacitors" and imperfections in

the surface of cells and electrodes are compensated by the exponent in the CPE element.

The value of the real capacitance can be calculated directly from the CPE’s value [25].

Inductors L like capacitors have only an imaginary part of impedance, which value in-

creases with the frequency. All the currents flowing through inductors are −90o phase

shifted in relation to the voltages. For the normal electrochemical systems analyzed in

this thesis, namely cells suspensions and solid tissues, inductive behavior will appear only

as a parasitic effect due to cables or experimental errors due to potentiostat non-idealities

[26].

The last element that may appear when fitting impedance data of tissues and cells sus-

pension is the Warburg element. It is used to model the diffusion of reactant species in

the electrolyte specially visible in low frequencies. In high frequencies, reactants do not

have enough time to move and the Warburg element value decreases. It is easy to see it

from the Nyquist plots where it appears as a straight line with an angle of 45o. Borkholder

in his thesis [27] gives an excellent visualization of the process generated by a Warburg

element. Basically it is well represented by a resistance RW in parallel with a capacitance
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TABLE 2.3: Common circuit elements used to fit impedance data of biological cells
suspensions and tissues.

Element Current vs. Voltage Equation
R v(t) = R ∗ i(t) ZR = R

C i(t) = C ∗ dv(t)/dt ZC = 1/jωC

L v(t) = L ∗ di(t)/dt ZL = jωL

CPE i(t) = Y0 ∗ ∂αv(t)/∂tα ZCPE = 1/Y0(jω)
α

W i(t) = W0 ∗ ∂βv(t)/∂tβ ZW = 1/W0(jω)
β

CW , with the magnitudes of both the real and imaginary part of such impedance equal,

what justifies the 45o in the Nyquist plot.

Table 2.3 shows a summary of each element, its explanation and its mathematical beha-

vior with the frequency. The variables R stands for resistance, C for capacitance, L for

inductance, Y0 for capacitance of the constant phase element and W0 Warburg element

constant. The parameter α in table 2.3 will have a value between 0 < α < 1 and β = 0.5.

The study and definition of fractional derivatives is out of scope of this thesis; detailed

discussions can be found in [28–30].

2.3.4 Conditions for Valid EIS Data

In order for EIS experimental results to be valid, the system should be linear, casual and

stable [10, 31, 32]. A linear system, will obey Ohm’s law in all its frequencies, namely

V = ZI , i.e., the of value of the impedance Z is independent of the magnitude of the

applied potential. A linear system means also that no harmonics are generated. In order

for EIS systems to be linear a perturbation small enough, namely ≤ 50mV should be used

[10, 27, 31, 32]. Specially in electrochemical cells as in these systems the electrodes are in

direct contact with the electrolyte and large signals not only generate harmonics, but also

increase the speed of electrode’s corrosion rate. In that case, the difference in electrode

corrosion state generates strong artifacts in low frequencies during the experiments what

invalidates the measured data.
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The second condition for valid EIS data is stability. A stable system does not change

during the measurement. EIS experiments only work if the system is stable during the

whole measurement. Therefore, open circuit potential (OCP) should be checked always

before and possibly after each experiment.

The last condition for valid EIS data is casuality, that is the system responds only to the

applied perturbation. So all the responses measured in the system, come from the applied

potentials.
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Chapter 3

Development of a Four Electrode
Terminal Chamber System

In this chapter the detailed steps in the development of a four-electrodes-terminal (4T)

chamber system to measure the impedance of suspended cells is described. The objective

of such system is to allow the measurement of the impedance of suspended biological

cells in low frequency ranges, i.e. f < 1 kHz, with a minimum error. At those fre-

quency ranges, electrode polarization or double layer (DL) effects create a large parasitic

impedance on the system which prevents the observation of the real impedance of the

cells. Nevertheless DL effects are not the only artifacts that appear in those frequencies;

others may also show up and are discussed in a dedicated section. One section is also

dedicated to explain how to be sure before performing any suspended cells experiment

that the measurement has no artifact and that the observed response comes really from

the biological cells.
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3.1 Electrode Polarization in Low Frequencies

3.1.1 Interfacial Capacitance

Strong salts, e.g. NaCl, KCl and CaCl2 when added to water dissociate into ions to

form electrolytes. When metals are immersed in electrolytes, chemical reactions occur

exchanging electrons between the solution and the electrode causing the accumulation of

charge close to electrode surface. This space charge region close to electrode is called in

literature as double layer DL [10, 27]. The DL is formed between the metal surface and

the electrolyte with exact structure difficult to estimate, and several authors worked on

modelling it throughout the years: Helmholtz (1879), Gouy (1910) and Chapman (1913).

A more complete and well-accepted model turned to be a combination of the works of

the three of them summarized by Stern (1924) and is called Helmholtz-Gouy-Chapman-

Stern model, where the charge accumulation in this layer is modelled by the so-called

interfacial or double layer capacitance CDL [10, 27, 33].

This interfacial capacitance is simply a circuit element which is used to model the com-

plex electrochemical phenomena occurring due to electrode-electrolyte contact. The CDL

is divided in three parts: the Inner Helmholtz Plane (IHP), Outer Helmholtz Plane (OHP)

and the diffuse space charge (see figure 3.1). The IHP is composed of adsorbed ions and

oriented water dipoles direct in contact with the electrode surface. The OHP is formed

of immobile hydrated ions tightly packed above IHP and attached to it. The last layer,

the diffuse space charge, contains mainly partially mobile oriented water dipoles and hy-

drated ions. The three layers of space charge are modelled by two capacitances in series,

namely CH where IHP and OHP effects are combined in one capacitance representing the

immobile charges and Cdiffuse that represents the capacitance generated by the partially

mobile charges of the diffuse layer.

In the Helmholtz space, potential is maximum at the electrode interface and decays lin-

early until the boundary between OHP and diffuse layer; this boundary also separates

immobile from mobile charges. In the diffuse space charge the potential drop is approx-

imately exponential and the charges although being able to move partially do not have

the same mobility as the charges in the bulk electrolyte. Figure 3.2 shows the potential
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FIGURE 3.1: Illustration of the DL space charge showing its composing parts: Inner
Helmholtz Plane (IHP), Outer Helmholtz Plane (OHP) and diffuse space charge.

profile drop from the double layer and equations 3.1, 3.2 and 3.3 how CDL is calculated.

The variables from equations 3.1 to 3.3 are detailed described in table 3.1. In the table,

"Exp" indicates the data that comes from experiments.

CH =
ε0εOHP

dH
(3.1)

Cdiff =
ε0εdiff
LD

cosh

(︃
zV0

2VT

)︃
(3.2)

LD =

√︄
ε0εdiffVT

2n0z2q
(3.3)

In equation 3.1 CH is the Helmholtz capacitance per electrode area, formed by adsorbed
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FIGURE 3.2: Potential profile distribution close to electrode surface. The closest layer
to electrode is IHP, the second layer is OHP and the third layer the diffuse space charge.
Observe that the potential drop is nearly linear in the IHP and OHP, but decays exponen-
tially in the diffuse space charge. Adapted from [27].

immobile ions and water dipoles strongly attached to electrode surface by electrostatic

attraction. The Cdiff from equation 3.2 is the diffuse layer capacitance per area formed

by partially immobile hydrated ions, being the surface that comes just above Helmholtz

plane. And at last, LD or λDebye from equation 3.3 is the Debye length, which is the

distance from electrode surface towards the bulk electrolyte where the potential at the

ionic cloud drops to 1/e of its interface value.

The first term in the calculation of CDL, namely CH , is simply a capacitor separated by

a distance dOHP . The second term, i.e. Cdiff , is a capacitor separated by a distance

LD. The hyperbolic cosine that appears in equation 3.2 is to compensate for the mobile

charges. The double layer or interfacial capacitance CDL will be the series combination

of CH and Cdiffuse. An extensive and detailed review of all steps to obtain equations 3.1

to 3.3 is given in [10, 34, 35].
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TABLE 3.1: Parameters to calculate double layer capacitance.

Variable Value Description Reference
ε0 8.854 ∗ 10−12 F/m Vacuum permittivity [36]

εOHP 6 < εOHP < 78 OHP relative permittivity [27]

εdiff ≈ 1 Diffuse space charge relative permittivity [27]

dOHP 0.5 nm Length of OHP [27]

LD 0.1 nm < LD < 10 nm Debye length [27]

V0 14 mV rms Potential at electrode surface Exp

q 1.6 ∗ 10−19 C Elementary charge [36]

KB 1.38 ∗ 10−23 J/K Boltzmannn constant [36]

n0 ions/Liter Bulk number of ions in electrolyte Exp

T 298.15 K Experimental temperature Exp

VT 26 mV Thermal voltage [27]

z E.g: +1 for Na+, −1 for Cl− Valence of the ion Exp

3.1.2 Charge Transfer Resistance

Apart from the double layer space charge that develops at electrode-electrolyte interface

and along a few nanometers apart from it, an additional faradaic current in general flows

from the electrode towards the electrolyte and vice-versa. This current is strongly depend-

ent on electrode material and electrolyte and is specific for each combination electrode-

electrolyte making its calculation difficult. Nevertheless, if an overpotential smaller than

50mV is assumed, a simplified equation for the charge transfer resistance can be obtained

[27]:

RCT =
VT

J0z
(3.4)

The J0 is the so called exchange current density, z is the valence of the ion exchanged

between electrode and electrolyte and VT is the thermal voltage as defined in table 3.1.

In general RCT is experimentally determined by means of cyclic voltammetry and from

RCT the current density J0 is calculated. It is important to mention that equation 3.4 is

only valid for small perturbations, namely v < 50mV , as it was derived assuming a linear
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relationship between applied voltage and measured current. As electrochemical systems

are highly non-linear such assumption is only valid for very small potentials.

3.1.3 Warburg Impedance for Diffusion Modelling

At very low AC frequencies, ions have enough time to move from one side to the other

following the variation of the electric field. In this situation, charge has time to accumu-

late close to electrodes. Apart from the interfacial capacitance CDL and charge transfer

resistance RCT , a new element to represent the frequency dependence of the diffusional

impedance, namely Warburg impedance ZW , is used. It is mathematically defined as

[10, 27]:

|ZW | = k√
jω

(3.5)

Where k is the Warburg coefficient, ω is the angular frequency and j the imaginary unit.

Observe that, differently from a capacitor that has a frequency dependent impedance

proportional to 1/f , the Warburg element has a frequency dependency proportional to

1/
√
f . Borkholder in his Thesis gives a visualization of Warburg element as possibly

being represented by a resistance RW due to diffusion in parallel to a capacitance CW

caused by diffusion and with an angle of 45◦ between the two of them in the Nyquist

plot. In his Thesis he also gives three analytic expressions to calculate the values of ZW ,

RW and CW [27]. Alternative formulations for ZW depending on the quantity of ionic

species involved and the type of the diffusion process are extensively detailed in [10,

Chap. 5]. In practice, the value of ZW is determined by fitting the experimental data to

an equivalent circuit model.

3.1.4 Solution Resistance

The last circuit element in the equivalent circuit model to represent the electrode-electrolyte

interface is the spreading resistance, solution resistance or bulk resistance Rs or Rbulk. As
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the name says, this resistance is used to model the effects of currents flowing from one

electrode to a distant one. For a parallel plate configuration an uniform current is flowing

between the electrodes. For this case, the solution resistance can be calculated by the

means of [10, 27]:

Rs = Rbulk = ρ
d

A
(3.6)

Or in terms of the conductivity σ as:

Rs =
1

σ

d

A
(3.7)

Or by last, in terms of the mobility and concentration of ions composing the electrolyte

[10]:

Rs =
d

AF

1∑︁
ziuiCi

(3.8)

The variable d represents the distance between the two electrodes, A the electrode’s area,

ρ the resistivity of the solution and σ its conductivity. Observe that the conductivity of the

electrolyte σ depends on the Faraday’s constant F, the ionic valence zi and mobility ui of

each ion composing the electrolyte and its concentration Ci. Observe also that ρ = 1/σ.

The solution or spreading resistance in electrochemical cells is used to model the mobility

of the ions in the electrolyte, which is dependent of several factors like temperature, type

of dissolved ions and their concentration. Therefore, solutions with higher concentrations

will have a lower Rs and with lower concentrations a higher Rs as fewer ions contribute

to the conduction of currents.

3.1.5 Equivalent Circuit of Electrode-Electrolyte Interface

Figure 3.3 shows the complete circuit used to model electrode-electrolyte interface. Ob-

serve the presence of the double layer or polarization capacitance CDL in parallel with

33



the charge transfer resistance RCT to model the Faradaic current exchange between

electrode-electrolyte, the Warburg element represented by ZW to model the diffusion

of ionic species in very low frequency ranges and the solution resistance Rs to model the

ionic currents in high frequencies.

CDL

RCT

Rs

ElectrolyteM
et
al

ZW

FIGURE 3.3: Equivalent circuit to model the electrode-electrolyte interface. Adapted
from [10, 27].

3.2 Measurement Systems and Electrodes Setup

Electrochemical systems can be measured in several ways: by using two-electrodes-

terminals (2T), three-electrodes-terminals (3T) or four-electrodes-terminals setup (4T).

The choice of which setup to use will depend on what needs to be observed in the ex-

periment. For instance, if electrode’s corrosion rate is to be observed a 3T is preferred.

When batteries or supercapacitors are analyzed to measure its polarization capacitance,

a 2T setup will be used. In the analysis of biological cells suspensions and tissues a 4T

setup is the recommended for frequencies below 1 kHz.

Figure 3.4 shows a simplified schematic view of the potential drop in an electrochem-

ical cell. The two parallel grey bars represent the parallel plate electrodes. Each point

highlighted with a letter is a possible connection point for one electrode terminal. The

black line represents the potential drop along the electrochemical cell at one instant of

time when a sinusoidal wave is applied. Observe that at the highlighted instant of time

the potential is maximum at the electrode connected to point A and it decreases along

the electrochemical cell. Important to mention is that for a sinusoidal wave the signal
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amplitude is varying constantly therefore the potential drop along the electrochemical

cell also changes.

AA

B
C

D

E

 

FIGURE 3.4: Potential drop in an electrochemical cell. Each capital letter represents a
possible connection point of a potentiostat’s terminal. Redraw from original based on
[37].

Figure 3.5 shows a simplified circuit diagram of a potentiostat and its possible connec-

tions with an electrochemical cell (EC). The CA stands for Control Amplifier and it is the

amplifier which controls the potential drop at the electrochemical cell (EC) by keeping it

constant. It basically sums up the small input voltage (Vin) to the voltage output (Vout)

and applies it again to the system. The acronym CE stands for counter electrode, RE

for reference electrode, WS for working sense electrode and WE for working electrode.

The Vout is the measured potential drop in the electrochemical cell (EC) and V ∝ Iout

is a voltage output proportional to the current flowing into the electrochemical cell (EC).

Observe that the electrochemical cell has four possible connection points (CE, RE, WS

and WE) in the figure not connected for illustration purposes. Worthwhile noticing is that

the two reference electrodes (RE and WS) are connected to the electrochemical cell (EC)

by two high impedance (HiZ) buffers which have an input impedance in the order of Tera

Ohms [38]. That is essential in order that no current flows neither through RE nor WS.

If currents flow through RE and WS, the RE electrode potential cannot be kept constant,

what makes impossible the EIS experiment. A pre-requisite for a good EIS experiment

is a very stable and constant potential in the RE electrode. The current flowing into the

electrochemical cell (EC) is sensed by measuring the potential drop in a resistor bank in
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the figure represented by Rm in parallel with a variable capacitance. The value of Rm is

automatically adjusted by the potentiostat circuit according to the impedance of the load

(in this case the electrochemical cell). The potential proportional to the current flowing

into the cell V ∝ Iout can be easily converted to current by means of Ohm’s Law and

knowing the value of Rm. The DA stands for Differential Amplifier.

Vin
Switch

Z

CE
Vout

HiZ 
Buffer

HiZ 
Buffer

RE

WS

3x Booster

HiZ Buffer

HiZ Buffer

CA

CA Speed
Local feedback

WE

DA

Rm
0.1 Ω to 
10 MΩ

EC

V α Iout

FIGURE 3.5: Simplified circuit diagram of a pontentiostat and its possible connections
to an electrochemical cell. Adapted from [38].

3.2.1 Two-Electrode Measurement System

A potentiostat is a precise instrument used to measure the impedance of electrochemical

cells. It has five shielded cable leads for measurements, namely working (WE), counter

(CE), reference (RE), working sense (WS), counter sense (CS) electrodes plus a floating

ground. In a 2T measurement system the WE and WS cable leads are shorted together and

connected to point A in figure 3.4, while CE and RE are shorted and connected to point

E. Therefore only two measurement points exist on the electrochemical cell. Compared

to 3T and 4T setups, 2T is simpler and easier to be implemented. The drawback is that
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the impedance increase in frequencies < 1 kHz due to electrode polarization is always

present in 2T measurements.

ZEEI ZEEIZBSUT

Vα Iout(f)

Vout(f)

CE & REWE & WS

FIGURE 3.6: Simplified equivalent circuit model of an electrochemical cell connected
in a 2-electrodes-terminal setup (2T). The electrochemical cell connections with the po-
tentiostat leads are highlighted by means of red dotted lines; in reality a special shielded
cable is used. The acronym ZBSUT represents the impedance of the biological system
under test and ZEEI the impedance of the electrode-electrolyte interface. Observe that
Vout(f) is the measured output voltage and the V ∝ Iout represents the measured poten-
tial proportional to the current flowing into the electrochemical cell, both shown in figure
3.5. A substantial part of the measured impedance value in low frequencies (f < 1kHz)
is due to polarization effects at electrode-electrolyte interface.

3.2.2 Three-Terminal Measurement System

The 3T measurement experiments are used in general to observe the reactions of the

working electrode (WE) in a specific electrolyte or medium, for instance in battery ex-

periments. In this case three connection points are used, namely, WE and WS electrodes

are shorted and connected to point A, RE is connected to B, and CE is connected to point

E in figure 3.4. The potential drop between WS and RE is measured and the current flow-

ing into the electrochemical cell is collected at CE. This setup is specially interesting to

study corrosion effects at electrode’s surface. The RE electrode should be placed as close

as possible to WE electrode in order to minimize electrolyte influence in the experiment.

Still several potentiostas offer the possibility to compensate for electrolyte or solution

resistance and subtract it from the experiments.
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ZEEI ZEEIZELECTROLYTE

Vα Iout(f)

Vout(f)

RE CEWE WS

FIGURE 3.7: Equivalent circuit model of a 3T measurement system. Observe now that
only the impedance of one electrode ZEEI is measured. In practice a small part of the
solution resistance will be also present in the measurement and must be compensated by
the potentiostat. In the figure the ZELECTROLY TE is the impedance of the electrolyte
where the electrodes are immersed to observe the reaction; ZELECTROLY TE is in gen-
eral of ohmic nature (resistive).

3.2.3 Four-Terminal Measurement System

As already mentioned, in the four-electrodes-terminal setup (4T setup) the interest lies in

measuring the behavior of the substance that is placed in the electrochemical cell without

the effects of electrode-electrolyte interface. Therefore, in this setup four connection

points are used, namely WE is connected to point A, WS to point B, RE to point D and

CE to point E in figure 3.4. The equivalent circuit model of a 4T setup is shown in fig-

ure 3.8. Apart from all the impedances mentioned before, two additional ones appear,

namely twice Z ′
EEI , due to the needle reference electrodes used to measure the poten-

tial drop in the electrochemical cell. As those electrodes are made of metal (Pt-Ir) they

also create a new electrode-electrolyte interface impedance (Z ′
EEI) much smaller than

the original ZEEI due to their smaller area. Nevertheless, as at the end of the RE and

WS electrodes there are two high impedance buffers connected in a differential amplifier

configuration the input impedance seen by the current flowing into WS and RE is in the

order of Tera-Ohms [38]. Thefore, the current flowing into those two reference electrodes
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can be neglected as it is appromately zero. In practice, one can consider that the current

flowing in the electrochemical cell flows mainly in the direction WE → CE or vice-versa;

therefore the impedance "seen" by the potentiostat in a 4T setup is mainly ZBSUT .

ZEEI ZEEIZBSUT

Vα Iout(f)

Vout(f)

WS RE CEWE

Z‘EEI Z‘EEI

WS RE

FIGURE 3.8: Equivalent circuit model of a 4T measurement system. In the 4T setup the
impedance of the electrodes can be neglected and the measured impedance is equals to
ZBSUT .

3.3 Detailed ECM of the Experimental Setup

The complete ECM that represents the experimental setup is shown in figure 3.9. Observe

the presence of the electrode-electrolyte interface impedace (ZEEI) elements as the RCT ,

ZW and CDL from both electrodes. The charge transfer resistance RCT appears when

electrodes are in equilibrium with electrolyte and are not corroding; in case corrosion is

occurring RCT is replaced by RP , the polarization resistance. The impedance of the bio-

logical system ZBSUT and the geometric capacitance CG are also shown. Two additional

elements appear: Cstray and Rleak. The stray capacitance Cstray occurs due to the proxim-

ity of the WE and CE cables in the experimental setup which cause a mutual capacitance

between them. The leak resistance Rleak should have a theoretical infinite value, i.e, for
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a 4T setup that should not be a conductive path between WE-WS and RE-CE electrodes.

In practice when the chamber is very small and get wet during experiments, the ionic

solution used to suspend the cells can form a conductive path between the WE-WS and

RE-CE electrodes, leading to equipment instability and experimental errors.

ZBSUT

RCT or RP 

CDL

RCT or RP

CDL

WS

RE

Rleak

Rleak

Cstray

WE

CE

ZW

CG

ZW

FIGURE 3.9: Detailed ECM of the experimental setup.

The current flows from WE to CE and vice-versa and the potential drop between WS

and RE electrodes is kept constant by the potentiostat, which is constantly adjusting the

applied potential. While in a 4T setup the impedance will be calculated by the potential

drop between WS and RE divided by the current flowing through the cell, in a 2T setup

the potential drop between WE and CE will be used instead. Observe that in both cases

the current flowing through the cell is the same, the difference is only where the potential

variation along the cell is measured.
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Table 3.2 show typical values for the elements of the ECM of figure 3.9 calculated using

the equations shown in previous sections of this chapter and also the experimental values.

TABLE 3.2: Typical values of the circuit elements composing the ECM.

Element Description Value Comments

Cstray Stray capacitance 443 fF
Assuming area ≈ 2.5cm2 for crocodile clamps

forming the capacitance.

Rleak Leak resistance ∞ Desirable to be infinite.

RCT Charge transfer resistance 13 MΩ Assuming Au in buffered saline [27]; otherwise fit.

ZW Warburg impedance 28.3/
√︁
(f) Extracted by ECM fitting from experiments.

RS Solution resistance 35 Ω For PBS. Chamber volume = 320 µl.

CDL Double layer capacitance 10 µF Assuming a CDL typically of 30 µF/cm2 [10, 27].

CG Geometric capacitance 10 pF Assuming εPBS ≈ 80.

3.4 Designed System

The chamber was conceived as parallel plate electrodes system in order to have an uni-

form electric field distribution. The uniform field facilitates the interpretation of the

experimental results and the extraction of information from it. In such a system, one

electrode is used to apply the harmonic potential and the other to collect the current.

Additional two reference electrodes are used to measure the potential drop along the

electrochemical cell. Figure 3.10 illustrates the idea of the conceived system.

During the last five years several designs were fabricated. The first design had a total

volume of 12.4 ml, big reference and active electrodes with an area of approximately 225

mm2 [39, 40]. It was used to measure the impedance of two healthy cell lines, namely

human keratinocytes HaCaT and mouse fibroblasts L929. The drawbacks of this version

was its large size which required a large quantity of cells, making the experiments time

consuming and expensive, and also it introduced an artifact in low frequencies due to the

large width of the reference electrodes.

A second version was fabricated with a total volume of 1.6 ml; a reduction in volume of

almost eightfold [23, 41]. It had smaller active electrodes of 64 mm2 area and reference
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electrodes of 1 mm2. The chamber total length is 32 mm and the distance between

the two reference electrodes is 24 mm. This version does not introduce artifacts in the

experiments and it was used to measure the impedance of four cancer cell lines, i.e. PC-3,

DU145, EOL-1 and MOLM13.

A third version of the chamber was fabricated by decreasing the distance between the two

active electrodes (WE and CE) from 32 mm to 5 mm. It has a total volume of 320 µL.

The objective of this version was to increase the strength of the electric field applied in

the biological cells by decreasing the distance between the electrodes and therefore give

a better signal. The second objective was of course the reduction of the chamber volume,

which makes the experiments cheaper and faster as less cells are needed. The area of the

active electrodes was maintained as 64 mm2 for compatibility reasons. For the reference

electrodes platinum needles were used instead of the 1 mm wide electrodes. Figure

3.11 shows the designed chamber. It was successfullly used to measure the impedance

of several cancer cell lines, namely HT29, DU145, PC-3, MCF-7, SW620, T47D and

 

RE
  

WE
  

Electrolyte 

CE
  

WS 

d 

A 

Potentiostat 

A 

A 

FIGURE 3.10: Conceived 4T chamber system. The WE and CE electrodes are used to
apply the potential and collect the current, respectively. The two reference electrodes
WS and RE are used to sense the potential drop throughout the electrochemical cell. The
WS electrode must necessarily be placed close to WE and the RE electrode close to CE.
The distance between WS and RE is indicated by the letter d and is equals to 5 mm in
the final design. The area of the electrodes is indicated by A and is equals to 64mm2.
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CaCo2. Details regarding the different cell types will be given in future chapters as the

experimental results are presented and analyzed.
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FIGURE 3.11: CAD view of the last version of the 4T chamber designed. On the top left-
side the 3D view is shown, on the top right-side the upper view and on the bottom the side
view. All dimensions are in milimeters. The chamber was conceived as a parallel plate
electrodes system with distance between CE and WE of 5 mm. The circular opening on
the top is used to insert the liquid with cell solutions and also remove it for cleaning. The
small holes on the top and bottom are used to insert and fix the platinum needle reference
electrodes (WS and RE). The squared holes on the sides are used to insert the two active
electrodes (CE and WE). The chamber was rotated to the side by an angle of 270◦ for a
better quality of the 3D printing. The total volume of this chamber is 320 µL.

A fourth version of chamber system was fabricated by decreasing further the distance

between the active electrodes from 5 mm to 3 mm, the area of both electrodes was pre-

served as 64mm2. With this version it was not possible to measure a 4T setup, but it was
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used in a 2T setup to measure the impedance of cells in high frequencies.

The chambers were fabricated with 3D printing techniques using the 3D printer PreForm

2 from Formlabs. The clear resine V4 FLGPCL04 was used to print all the chambers

and the printing resolution was set to its maximum, namely 25 µm, due to the small

dimensions. Starting from the second version, all electrodes used were made of pure

platinum for biological compatibility as platinum is a highly unreactive metal and release

less ions in the solution. As cells are very sensitive to the metals they come in contact

to, materials such as copper, silver, iron, among others should be avoided to prevent

killing the cells during the experiments. Additionally, Pt offers a very stable potential at

electrode-electrolyte interface, what is essential for good EIS experimental results.

3.5 Comparison 4T vs. 2T Measurements

Figure 3.12 shows the impedance measurement of DU145 cancer cells in the concentra-

tion 3 million cells/ml using a 2T setup. The same experiment was repeated three times

with the same cell seed. The legend shows each experiment in different colors. Figure

3.13 shows the impedance measurements of the same cells using a 4T setup. Observe

that in figure 3.12 electrode polarization effects in f < 1 kHz was hiding cell’s response.

When a 4T setup is used the response is clearly visible. The impedance response of phos-

phate buffer saline solution (PBS) is plotted for comparison. Observe that PBS has an

approximately flat response in all measured frequency range. A small sinusoidal voltage

amplitude of 14 mV was applied in all experiments and the frequency was varied from 1

MHz down to 100 mHz in steps of 10 points per decade.
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FIGURE 3.12: Bode plot showing magnitude and phase of impedance of DU145 prostate
cancer cells measured in the concentration of 3 million cells/ml with the chamber of 1.6
ml volume using a 2T setup. Observe the strong DL effects due to electrode polarization
at f < 1 kHz.

 

FIGURE 3.13: Bode plot showing the experimental impedance magnitude and phase of
the same cells now measured using a 4T setup with the same chamber of 1.6 ml. The
PBS impedance magnitude and phase is plotted for comparison.
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3.6 Source of Artifacts in Low Frequency Impedance Ex-

periments

Although being very powerful to analyse cells suspensions in low frequencies, the 4T

experiments are also very sensitive and prone to errors. Apart from electrode polariza-

tion due to DL effects, several other artifacts can appear, e.g. due to reference electrodes

distortion of electric field, cables, electromagnetic interferences from external devices or

even malfunctioning of cables and instruments. A discussion of artifacts introduced by

the electrodes can be found in [42]. In order to avoid external electromagnetic interfer-

ence it is strongly recommended to place the experimental setup inside a Faraday cage to

shield it. Special-purpose short and shielded cables are offered with good potentiostats

and together with instrument calibration and cable capacitance compensation are able to

disappear with cable effects. An appropriate way to observe whether the experiment has

artifacts or the response comes really from the cells is to measure a known ionic con-

ductivity solution, e.g. PBS or KCl, and observe the impedance magnitude and phase.

As being purely ionic such solutions in a 4T setup should have a flat impedance mag-

nitude in frequencies below Giga-Hertz range and a close to zero phase also in the same

frequencies.

Dirty electrodes full of fat, fingerprints and other biological materials, e.g. rest of cells,

can also insert artifacts in low frequency experiments due to the high sensitivity of the

measurement in those ranges. Therefore a careful cleaning of electrodes surface with

special detergent to remove biological particles is mandatory. Additionally, scratchs, cor-

rosion and imperfections in the electrodes surface and size differences also influence the

experiments therefore it is recommended to use very well polished and new electrodes.

The better the electrodes used, the better will be the results obtained.
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Chapter 4

Applying Electrical Impedance
Spectroscopy to Cancer Cells
Suspensions

4.1 Introduction

Live cells suspensions and biological tissues show a variation in their dielectric properties

when submitted to frequency variable electric fields. Typically, a decrease in the dielec-

tric constant ε(ω) and an increase in the conductivity σ(ω) of the biological material is

seen as the frequency of the applied electric field increases. Alternative representations

commonly used are the impedance magnitude |Z|, impedance phase ∡Z, real Z ′ and

imaginary parts Z ′′ of impedance and also the Nyquist plot. In chapter 2, a detailed in-

troduction was given to the topic and in the present chapter a large set of experimental

results from different cell lines will be shown as impedance magnitude and phase. Table

4.1 shows a list with all measured cell lines and which type of cancer they are. Figure

4.1 shows the classification of the cell lines. In the experimental results section only

the results of the cells measured with the chamber of 320 µL are shown, namely: PC-

3, DU145, HT29, MCF-7, SW620 and T47D. The experiments with CaCo2 cells were

performed only once and discarded as only DL effects were visible. Hospital staff had
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TABLE 4.1: Measured cell lines and their status.

Cell Type Description Status

DU145 Prostate adenocarcinoma cancer

L929 Mouse fibroblasts normal

PC-3 Prostate small neuroendocrine cell carcinoma cancer

EOL-1 Acute myeloid eosinophilic leukemia cancer

MOLM-13 Acute myeloid leukemia cancer

HT29 Human colorectal adenocarcinoma cancer

MCF-7 Breast cancer adenocarcinoma cancer

SW620 Human colorectal adenocarcinoma cancer

T47D Ductal carcinoma cancer

HaCaT Human keratinocytes normal

CaCo2 Coloretal adenocarcinoma cancer

a large difficulty cultivating CaCo2 cells, therefore such experiments were not repeated.

The experimental results of HaCaT and L929 cells were published elsewhere [39].

Cancer 
(all human)

Prostate Colorectal Breast

PC-3 DU 145 HT-29 SW620 CaCo2 MCF-7 T47D

Blood
(leukemias)

MOLM-13 EOL-1

Normal

Animal Human

L929 HaCaT

Measured Cell Lines

FIGURE 4.1: Hierarchy of measured cell lines.
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4.1.1 Normal Cell Lines

4.1.1.1 L929: Mouse Fibroblasts

Fibroblasts are the most numerous cells encountered in connective tissues. They are

resposible for maintaining the integrity of stroma, i.e., the structural framework that sup-

ports the organs. They produce all precursors of extracellular matrix, namely the ground

substance and several types of fibers, e.g, collagen, reticular and elastic fibers. They also

produce glycosaminoglycans. They have an important role in immuno system and wound

healing as they initiate the inflamation process when external microorganisms invade the

body. In general fibroblasts can be found in two states: active where they have a large

endoplasmatic reticulum and an inactive state, also called fibrocytes, with a reduced size

of rough endoplasmatic reticulum [43]. Their life expectancy is in average 57 ± 3 days

[44].

Cancer associated fibroblasts (CAF) also play a central role in creating the tumor mi-

croenviroment (TME), basically the extracellular matrix (ECM) that supports the tumor.

The TME influences the penetration, distribution and metabolism of anti-cancer drugs

injected in patients, and also produces signals that allow the tumor to communicate with

the external world influencing its metastatic behavior [45]. Therefore, the TME and the

CAF are often target of anti-cancer treatments.

The L929 cell line was the first cell line to be immortalized in the 1940s from subcu-

taneous and areolar adipose tissue from a C3H mouse that was 100 days old [46]. It

is commonly used in DNA transfection studies and to develop novel drugs for cancer

treatment.

4.1.1.2 HaCaT: Human Skin Keratinocytes

Keratinocytes are the most abundant cells present on the epidermis, i.e., the outermost

layer of human skin. Their main function is to protect our organism from external mi-

crobes, UV sunlight, loss of water, among others. They produce several proteins, e.g.

keratin, in their process of differentiation or cornification, where they lose the nucleous
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and organelles and become gradually filled with keratin. This makes them strong against

stress and close to waterproof, which is an important characteristic of the skin as a pro-

tection barrier against water loss. Other substance which gives strength and elasticity to

skin is collagen, also found in keratinocytes.

In the final stage of differentiation, most keratinocytes undergo programmed cell death

and become hard and stratified, filled with collagen and keratin forming the skin barrier.

Old cells are constantly replaced in the skin by new ones. In human the replacement pro-

cess takes in average 40-56 days [47]. Keratinocytes are also important in wound healing

as they migrate towards each other to fill the gap of cells once a wound is established [6].

HaCaT cells are an aneuploid sponteneously immortalized cell line stablished from a 62-

year-old male adult skin [48]. They are often used in research as models to study the

behavior of human skin cells, one example is the process of vitamin D3 production and

metabolism [49].

4.1.2 Prostate Cancer Cell Lines

Prostate cancer (PC) is the most common cancer type in males and the second leading

cause of cancer associated deaths in the United States [50]. The majority of PCs are

classified as adenocarcinomas characterized by an absence of basal cells and uncontrolled

proliferation of tumor cells with features of luminal differentiation including glandular

formation and the expression of androgen receptor (AR) and prostate-specific antigen

(PSA) [51].

4.1.2.1 DU 145: Prostate Adenocarcinoma

DU 145 cancer cells are one type of prostate adenocarcinoma. The cell line is commonly

used in laboratory to study the behavior of non-aggressive types of prostate cancer. The

cells were originally derived from a central nervous system metastasis of a 69-year-old

Caucasian male. They are hormone insensitive and do not express PSA [52]. They are an
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example of a non-aggressive type of PC with no (in xenogragraft mouse models) or very

low (in humans) metastatic potential.

4.1.2.2 PC-3: Prostate Small Neuroendocrine Cell Carcinoma

PC-3 cells have several features that are characteristic of prostate small cell neuroendo-

crine carcinoma (SCNCs). They were originally established from a bone metastasis grade

IV in 1979 from a 62-year-old Caucasian male patient [53]. They are extremely aggress-

ive unlikely most PCs, and metastatic in xenograft mouse models. PC-3 cells do not

express PSA and are androgen independent. They have high metastatic potential and are

commonly used in biochemical investigations and in xenograft (immunodeficient) mouse

models to evaluate cell response to chemotherapeutic treatments. Researchers commonly

use them as a model to study aggressive types of PCs.

The PC-3 cells are normally observed as a recurrent cancer in patients that had a less

aggressive type of prostate cancer and were treated and cured with hormone therapy and

several years later appear with this new type of very aggressive cancer. In United States

less than 2% of prostate cancer patients have small neuroendocrine prostate carcinoma

[52].

4.1.3 Leukemia Cell Lines

4.1.3.1 MOLM-13: Acute Myeloid Leukemia

The cell line was established in 1995 from a 20-year-old male patient as a relapse of acute

myeloid leukemia (AML) which evolved from myelodysplastic syndrome MDS [54].

The cancer develops from myeloblasts or myeloid stem cells, which are an immature

stage between stem cells and monocytes and granulocytes white blood cells [55, 56].

Due to genetic mutations the cells do not differentiate and turn into mature white blood

cells. Therefore, they are not able to perform the normal immune system defense as

normal white blood cells do. The cells of the line MOLM-13 are normally round and

grow as single cells in suspension.
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They grow rapidly, accumulate on blood and bone marrow interfering with normal white

blood cells functions [57]. As they grow in bone marrow, they cause the replacement

of normal bone marrow cells by leukemic cells, which leads to a drop in red blood cells

count, platelets and normal white blood cells. Symptoms of AML include tiredness,

shortness of breath, easy bleeding and increased risk of infection due to the reduction on

the number of normal white blood cells. The cancer normally spreads to skin, brain and

gums [57].

If untreated, AML progress fast and kill the patient within weeks or months. The pro-

gnostic is better for patients under 60 years old where 35% are cured, than for patients

above 60 years old, where only 10% will be cured. For patients above 60 years old

the typical survival time is between 5 - 10 months after diagnosis [58]. In the United

States approximately 1.8% of cancer deaths are due to AML [57]. Risk factors include

smoking, chemotheraphy, radiation theraphy, myelodysplatic syndrome (MDS) and ex-

posure to benzene. The diagnosis is made through blood tests or bone marrow aspiration.

It is typically treated with chemotheraphy, radiation theraphy or stem cell transplantation

[54, 58]. In 2015, one million people suffered from AML and in the same year 147, 000

people died of it [59, 60].

4.1.3.2 EOL-1: Acute Myeloid Eosinophilic Leukemia

The EOL-1 cell line is a human blood cell line originally established in 1985 from the

peripheral blood of a 33-year-old man with acute myeloid eosinophilic leukemia (AEL).

It is described as a rare variation of AML. The cells are relatively small round cells

growing in suspension as single cells or small clusters, and they have a doubling time of

approximately 48 hours [61]. They are pro-inflammatory granulocyte white blood cells

that develop in bone marrow and fight multi-cellular parasites such as worms and flukes

[61]. They constitute from 1% to 3% of white blood cells circulating [62]. Most cells

will be found in blood or bone marrow. EOL-1 cells are used to develop treatment and

study B/T-cells malignancies. Symptoms of AEL include bronchospasm, heart failure,

eosinophil-based endomyocardial fribrosis and several symptoms of acute coronary syn-

drome [63, 64].
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4.1.4 Colon Cancer Cell Lines

Colorectal adenocarcinoma is the most common form of colorectal cancer with 95-98%

of all colorectal cases [65, 66]. It is initially discovered by a CT scan, PET or MRI,

and confirmed by microscopial examination of sampled tissue through colonoscopy or

sigmoidoscopy [67]. From 75-95% of colorectal cancers occurs in people with no ge-

netic predisposition. Factors which have been appointed to increase its risk is old age,

high sugar intake, high alcohol consume, smoking, lack of physical activity, obesity and

large consume of red and processed meat. Inherited disorders like familial adenomat-

ous polyposis also cause this type of cancer. It starts as a benign polyp in the colon

and if not removed by colonoscopy it evolves into malignant cancer. Symptoms include

weight loss, blood in stool and tiredness. Colorectal cancer is the third most common

type of cancer with about 10% of all cases. Treatments include surgery, chemotheraphy,

radiation theraphy and targeted theraphy [68, 69].

4.1.4.1 HT29: Human Colorectal Adenocarcinoma

The HT29 human colorectal adenocarcinoma cell line was established in 1964 from a

44-year-old woman, directly from the primary tumor. This cell line is extensively used

as xenograft tumor model for colorectal cancer and also to study the transport, secre-

tion and absorption in intestinal cells [70]. The cells are able to proliferate within 3-4

days in serum-free medium, while this time reduces to 1 day if fetal calf serum is added

[71]. They resemble enterocytes from the small intestine and grow forming a compact

monolayer [72]. They are eager consumers of glucose and if glucose is exchanged by

galactose in cell culture they terminally differentiate into enterocytes. Given its ability to

differentiate they are commonly used as a real model of in-vitro colon tissue [73].

4.1.4.2 SW620: Human Colorectal Adenocarcinoma

The cancer cell line SW620 human colorectal adenocarcinoma was derived from a meta-

static lymph node of a 51-year old Caucasian patient. It consists mainly of individual
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small and spherical bipolar cells lacking microvilli [74]. They are strongly invasive in

vitro; in vivo however they proved to be less invasive than HT29 cells [75]. The SW620

cells are commonly used in research as a model to study metastatic undifferentiated can-

cers, as they were derived from a metastatic site.

4.1.4.3 CaCo2: Human Colorectal Adenocarcinoma

The CaCo2 cell line is a human epithelial colorectal adenocarcinoma, originally stab-

lished from a 72-year-old male Caucasian patient. They grow as adherent cells in flask

forming a heterogeneous monolayer easily seen in microscope [76]. Given their hetero-

geneity, CaCo2 cells are normally used as monolayers of cells instead of individual ones

to study the absorption of orally administered drug by the human small intestine mucosa

[77].

Even when they were originally derived from a colon cancer, when cultured with certain

substances CaCo2 cells differentiate and polarize in a way that they resemble morpholo-

gically and functionality the normal enterocytes lining the small intestine [78, 79].

4.1.5 Breast Cancer Cell Lines

4.1.5.1 MCF-7: Invasive Breast Ductal Carcinoma

The MCF-7 breast cancer cell line was stablished in 1970 from the metastasis of a pleural

effusion from a 69-year-old Caucasian woman and it is the most commonly studied xeno-

graft model of breast cancer [80]. The original tumor was a primary invasive breast ductal

carcinoma. Despite being derived from a metastasis, the cell line is non-invasive in xeno-

graft models and represents a model of early-stage disease [81].
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4.1.5.2 T47D: Breast Ductal Carcinoma

The cell line T47D was originally derived from a pleural effusion of a ductal carcinoma

of a 54-year-old female patient whose primary tumor was in the mammary gland [82].

The T47 cells are widely used to study the effects of progesterone on breast cancer.

4.2 Experimental Procedure

All cancer cell lines were unfrozen and cultivated in RPMI 1640 culture medium with

10% Fetal Calf Serum (FCS) plus 50 U/mL Penicillin and 50 µg/mL Streptomycin at

37 ◦C, 5% CO2 in a humidified incubator. They were grown in culture medium and

harvested weekly. When they reached the desired concentration the culture medium was

removed, cells that grow as adherent were detached by 0.05% trypsin-EDTA (gibco),

washed twice in phosphate buffer saline solution (PBS) and re-suspended in PBS for

the impedance measurements. The two leukemia cell lines already grow in suspension,

therefore the step of detachment for them was skipped and they were directly washed

twice in PBS and then re-suspended in PBS for the measurements.

Before experiments, cells were placed in a four-electrode-terminal (4T) chamber espe-

cially designed for such measurements and fabricated using 3D printing techniques. The

cell lines L929 and HaCaT were measured with the chamber of 12.4 mL and their exper-

imental results are shown elsewhere [39, 40]. The cell lines DU145, PC-3, MOLM-13

and EOL-1 were measured with a smaller version of the chamber that had a total volume

of 1.6 mL and their results are described in [23, 41]. The latest version of the chamber

which is described in chapter 3 had a total volume of 320 µL and was used to measure the

following cell lines: MCF-7, SW620, CaCo2, T47D, HT29, PC-3 and DU145. For im-

pedance measurements, pure platinum (Pt) electrodes were used for all cell lines, except

L929 and HaCaT, which were measured with a special type of stainless steel electrodes

corrosion resistant (V4A).

The potentiostat Gamry Interface 1000 from Gamry Instruments Inc. was used to perform

all experiments. It works as a precise, two-, three- and four-terminal potentiostat. Cable
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leads are shielded against electromagnetic interference. An amplitude voltage varying

between 14 mV up to 70 mV was applied to the system in the majority of the experiments

and the frequency was varied from 1 MHz down to 100 mHz in steps of ten points per

decade. In the cases where a large potential was applied that is explicited in the results.

Given the long experimental times for the very low frequencies, all experimental data

below 1 Hz were discarded. The reason is that a pre-requisite for good 4T experiments is

that electrodes and system are stable throughout the complete time taken to measure one

frequency point and such condition is rarely achieved in frequencies below 1 Hz, given

the dynamic nature of biological systems. All experiments were repeated from three up

to five times on a row for each concentration. Most experiments were also repeated at

different days with different cell seeds.

4.3 Experimental Results

4.3.1 Impedance Magnitude and Phase Curves Using the 320 µL

Chamber

In this section the experimental results of different cancer cell lines measured with the

chamber of 320 µL are shown as impedance magnitude and phase plots. The results of

CaCo2 cells were discarded as experiments were performed only once and had a strong

double layer effect.

Figure 4.2 shows the experimentally measured impedance magnitude and phase of PC-3

cancer cells as a function of the frequency. An interesting observation from the plots is

that the impedance magnitude in low frequencies depends (but not only) on the volume

fraction of suspended alive cells. Another point worth mentioning is that the impedance

magnitude decreases as the frequency increases, showing a possibly mechanism of charge

movement associated with the frequency. From the figure it can be seen that two samples

were measured for all three experimental days.

Figure 4.3 shows the experimental results for DU145 prostate cancer cells. Experiments

were performed in three different days with the chamber of 320 µL in concentrations
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varying from 3 up to 9 million of cells/mL. The experimental results from one day were

discarded due to a bad electrode-electrolyte interface. Therefore the plots in figure 4.3

are the experimental results of two different days where no DC potential was applied to

the electrodes and the AC potential varied between 10 mV up to 50 mV.

Comparing the characteristics of the plots with the experimental conditions very interest-

ing conclusions can be drawn. The first observation is the same as for PC-3 cells, that the
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FIGURE 4.2: Experimentally measured impedance magnitude and phase of prostate PC-
3 cancer cells suspended in PBS. Plotted curves are the average of repeated experiments
in the same day with the same cell seed. For each curve, experiments were repeated 2-4
times. The variable Φ indicates the volume fraction of suspended cells on the chamber.
A value of Φ = 0.13 indicates that 13% of the volume was filled by cells the rest being
buffer solution and cell’s excretes.
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impedance magnitude of DU145 cancer cells in low frequencies increases with cell con-

centration, namely, the volume fraction of suspended alive cells. The higher the volume

fraction of cells, the higher the impedance magnitude in low frequencies.

Another point worth mentioning is that the curves of day 1 with the concentrations of

Φ = 0.15 and Φ = 0.08 correspond to the 6 and 9 million of cells per mL. The experi-

ments of the concentration with Φ = 0.15 were performed two hours later after the cells

were detached and suspended and the experiments with Φ = 0.08 were performed six

hours later. From the plots it can be seen that a large percentage of the cells died during
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FIGURE 4.3: Experimentally measured impedance magnitude and phase of prostate DU
145 cancer cells suspended in PBS. Similar to the previous figure, plots are the average
of repeated experiments in the same day with the same cell seed, and for each curve
experiments were repeated 2-4 times. The volume fraction of suspended alive cells is
represented by Φ.
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this period, increasing the conductivity of the suspension medium, clearly seen by the

flatter curves in low frequencies and lower impedance magnitudes in higher frequencies.

When cells die, they disintegrate their cell membranes releasing their contents into the

suspending medium, decreasing the capacitive effects at low frequencies, and increas-

ing supernatant conductivity, what translates into a lower Rs in higher frequencies and a

lower capacitance in low frequencies, as capacitive effects are caused by cell membranes,

if no artifacts are present. The curves which were measured first (3 million of cells per

mL) in general for all experiments showed a larger percentage of alive cells. That is im-

portant to observe for future experiments. One possible explanation for the fast cell death

during the measurements was the large temperature difference between the temperature

of cell cultivation (37 ◦C) and the temperature of the experiments (approximately 25 ◦C).

For future studies it is recommended to use a temperature controlled box and measure the

cells at 37 ◦C to minimize cell death.

Figure 4.4 shows the experimental results of impedance magnitude and phase of T47D

cancer cells. The abbreviations D1 and D2 refer to the experimental days (day 1 and day

2) and Φ indicates the volume fraction of suspended alive cells. The same behavior as

observed for PC-3 and DU145 cells, namely, the dependence of the impedance magnitude

in low frequencies from the volume fraction of suspended alive cells is now observed

again. The curve with the concentration of 4% of alive cells has a very flat impedance

magnitude and a close to 0◦ impedance phase. And the larger the Φ the larger is the

impedance magnitude at lower frequencies.

The experiments with SW620 cancer cells were repeated in three different days, with

three different cell seeds that varied in concentration from 3 up to 9 million cells/mL.

All experiments from the first day were discarded due to bad electrodes. In the second

experimental day a DC potential of 250 mV was applied for testing and this also caused

a very unstable system and therefore those results are not shown. In the third day, new

electrodes were used and a 0 DC potential was applied together with a 10 mV AC amp-

litude potential. This time good results were obtained and are shown in figure 4.5. The

same trend as observed for the previous cell lines was again observed.

Figure 4.6 shows the impedance magnitude and phase of MCF7 cancer cells. From the

plots it can be seen a behavior similar to the other cell types, namely, an impedance
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FIGURE 4.4: Experimentally measured impedance magnitude and phase of breast car-
cinoma T47D cancer cells suspended in PBS. Each plot is the average of repeated ex-
periments in the same day with the same cell seed, and for each curve experiments were
repeated 2-4 times; D1 and D2 refers to day 1 and day 2 and means that the experiment
was repeated in two different days. The volume fraction of alive suspended cells is ex-
pressed by Φ.

magnitude clearly dependent on the volume fraction of suspended alive cells and a strong

frequency dependency of the impedance magnitude and phase.

Figure 4.7 shows the impedance magnitude and phase of HT29 cells. Analyzing figure

4.7 interesting conclusions can be drawn to understand the impedance behavior of live

cancer cells suspensions. First, if the plots with day 3 Φ = 0.27 and day 2 Φ = 0.27

are compared, it can be seen that they have the same amount of suspended alive cells

(27%), the impedance phase of both plots is very similar and the impedance magnitude
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FIGURE 4.5: Experimentally measured impedance magnitude and phase of colorectal
carcinoma SW620 cancer cells suspended in PBS. Plots are the average of three repeated
experiments in the same day with the same cell seed. The variable Φ indicates the volume
fraction of cells for each experiment.

curves have exactly the same shape, but are dislocated 20 Ω from each other in y-axis.

Factors that are able to shift the impedance magnitude curve in y-axis are the temper-

ature of the experiment, the conductitivy of the supernatant, namely, the fluid where

cells are suspended and the open circuit potential of electrode-electrolyte. For higher

supernatant conductivities, the impedance magnitude plots shift downwards in the y-axis

and for lower upwards. The same happens with temperature, higher temperatures shift

Mag|Z| upwards and lower temperatures shifts it downwards. As the two experiments

were performed in different days two weeks apart from each other, with different cell
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FIGURE 4.6: Experimentally measured impedance magnitude and phase of breast car-
cinoma MCF7 cancer cells suspended in PBS. Plots are the average of repeated exper-
iments in the same day with the same cell seed, and for each curve experiments were
repeated 2-4 times. The variable Φ indicates the percentage of alive suspended cells.

seeds, the three factors which are interdependent (temperature, conductivity and open

circuit potential) explain the shift on the curves.

4.3.2 Metastatic versus Non-Metastatic Cancers

In this section the spectral response of highly metastatic prostate and colorectal cancers

is compared to non-metastatic or cancers with low metastatic potential. The objective is
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FIGURE 4.7: Experimentally measured impedance magnitude and phase of colorectal
carcinoma HT29 cancer cells suspended in PBS. Plots are the average of repeated ex-
periments in the same day with the same cell seed, and for each curve experiments were
repeated 2-4 times. The variable Φ indicates the percentage of suspended alive cells.

to observe whether or not the metastatic behavior of the cells also affect their impedance

spectrum.

4.3.2.1 Prostate Cancers

In this section the spectral response of the small cell neuroendocrine prostate carcinoma

PC-3 cells (highly metastatic in xenograft mouse models) is compared with the spectral
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response of prostate carcinoma DU 145 cells (non-metastatic in xenograft mouse models)

measured using the chamber of 1.6 mL. The experimental results here shown were the

first experiments performed with cancer cells using the chambers described in Chapter 3

and results were published in [23].
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FIGURE 4.8: Experimentally measured impedance magnitude and phase of small cell
neuroendocrine carcinoma PC-3 cancer cells (metastatic) compared to the impedance
spectrum of prostate carcinoma DU145 cells (non-metastatic) suspended in PBS. Both
cells where measured at the same concentration (3 million cells per mL), same temperat-
ure (25 ◦C) and had a similar volume fraction of suspended alive cells ( 13% and 14%),
in the figure indicated by the variable Φ.
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Figure 4.8 shows that the spectral response of the two prostate cancer cells suspension

are different. The PC-3 cells have a steeper frequency dependency, with their imped-

ance magnitude decaying faster when compared to DU145 cells as the frequency of the

applied signal increases. While the frequency dependent behavior of DU145 cells de-

creases significantly above 500 Hz, the PC-3 cells cease on this behavior already below

100 Hz (approximately at 70 Hz). Notice that above 100 kHz a second effect is causing

a new frequency dependent behavior in the impedance curves not related with the cells

itself, but caused by the imperfections of the measuring equipment and cables.

Important to highlight is that the two cell lines PC-3 and DU145 were both measured at

the same temperature, at the same concentration (3 million cells per mL) and had almost

the same percentage of suspended alive cells (14% and 13% respectively). Therefore the

results shown in figure 4.8 are interesting, considering that both cancer cell lines have a

very different metastatic behavior. A possible reason for the observed behavior of PC-3

cells can be correlated to its larger radius when compared to DU145 cells. The capacit-

ance of PC-3 cells will be approximately equal to 4πε0εrRcell, therefore cells with larger

radius will also have a larger capacitance. As the imaginary part of the impedance is in-

versely proportional to the capacitance size, the impedance magnitude decreases steeper

for the larger cells than for the smaller ones.

Nevertheless, the capacitance observed experimentally is not generated only by the cells

itself, but also by the disequilibrium between the ionic cloud deformation caused by the

electric field and the chemical gradient generated by charge imbalance and its attempt to

restore the charge equilibrium, not to forget the friction forces. Therefore, to one side

there is the electric field force pushing the charges far away from the cell surface and

opposite to this force the electrochemical gradient and the friction forces. At the end

what is seen on the impedance graphs are all effects summed together: the effect of the

larger capacitance due to the larger cell size and the imbalance between electrostatic,

chemical gradient and friction forces.
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4.3.2.2 Colorectal Cancers

In this section the spectral response of two different human colorectal adenocarcinomas,

SW620 (non-metastatic) and HT29 (highly metastatic), measured with the chamber of

320 µL is compared. A similar behavior as observed for prostate cancers in the previ-

ous section is seen here again. While for the non-metastatic cells SW620 the frequency

dependent behavior decreases significantly above 10 kHz, for the highly metastatic cells

HT29 this frequency dependency diminishes significantly already below 2 kHz.
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FIGURE 4.9: Impedance magnitude and phase of HT29 (metastatic) vs. SW620 (non-
metastatic) cancer cells. The HT29 cancer cells have a high metastatic potential while
SW620 are non-metastatic [83].
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The same explanation applied for the two examined prostate cancers to explain their

frequency behavior can also be extended here, as HT29 are more metastatic than SW620

and also have a larger radius.

A question that may arise is why for the prostate cancer cells the frequencies at which

the frequency dependent behavior ceased to be observed were below the kHz range, and

for the colorectal cancers they were observed above the kHz range. Notice that the two

experiments were performed with different chambers and that the electric field strength

in the colorectal cancer cells experiments was 6.4 times stronger than in the experiments

with the prostate cancers1. Such result also shows the dependence on the impedance

magnitude of the cancer cells from the strength of the external electric field applied, one

more confirmation that the observed behavior is of electrostatic nature.

Although the results here are promising, it is hard to make a definitive statement whether

or not this behavior will be observed in all cancer cell types. The topic of metastatis is

very complex and extra substances or molecules attached to the cancer cell membrane

or present in the tumor microenviroment surrounding the cancer cell can shift the equi-

librium and influence the results. Nevertheless, suspection goes into the direction that

metastatic and non-metastatic cancers have a very different spectral behavior caused by

the charge present at the cancer cell. The results shown here point out in the same dir-

ection of studies performed by other authors [7, 84], namely, that the charge and the

ability/inability of the cancer cell membrane to separate charges between the intra- and

extra-cellular medium plays an important role in the metastatic behavior of the cells.

4.3.3 Comparison of the Impedance Spectrum from Different Cell
Lines

Figure 4.10 shows on the same plot the spectral response of several cancer cell lines with

similar volume fractions, i.e., approximately the same quantity of suspended alive cells on
1The prostate cancer cells experiments shown in the previous section were performed with a chamber

which distance between the two active electrodes was 32 mm. The colorectal cancer cells experiments
were performed with a chamber where the distance between the electrodes was 5 mm. Considering that the
same potential was applied into both experiments, the decrease in the distance is equivalent to applying an
electric field 6.4 times stronger in the colorectal cancer cells experiments.
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the chamber. Notice that the impedance spectrum of some cell types overlap, while other

spectrums are completely separated. Distinguishing cell types by the sole impedance

spectrum can be quite challenging. Nevertheless, several characteristics derived from the

spectral response of the cells can be used to distinguish uniquely the different cell types.

One example of such characteristic is shown in the next chapter, the external cell surface

charge. Other characteristics which are cell specific can be certainly found. The main
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FIGURE 4.10: Impedance spectrum comparison for different cancer cell lines. The
following experimental days and volume fractions are plotted: DU145 cells D1(Φ =
0.30), HT29 cells D2(Φ = 0.27), MCF7 cells D2(Φ = 0.32), PC3 cells D1(Φ = 0.26),
SW620 cells D3(Φ = 0.27) and T47D cells D2(Φ = 0.29).
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difficulty in using the sole complete spectrum to distinguish cells is that the spectrum is

too wide; a lot of different physical and biological phenomena is occurring in different

frequency ranges. In low frequencies, the electric fields are mainly confined outside the

cell membranes and the results of those frequencies are reflecting the surrounding of the

cells. As frequency increases, the cell membranes start being short circuited and the

results reflect more and more the internal status of the cells. In the limits of very high

frequencies the status of the cells organelles can be observed.

Performing impedance spectroscopy experiments in very high frequencies is challenging

as the signal from the cells decrease by several orders of magnitude and the interference

from the cables, PCB’s, reflexion of waves in unmatched loads degrades the signal quality

significantly. In this sense it is recommended to use the high frequencies only where they

are extremely necessary and use small frequencies to characterize biological cells and

tissues as good results in low frequencies were obtained.

Figure 4.10 shows the impedance spectral response of several cancer lines, with similar

volume fractions, namely, approximately the same volume of alive cells suspended in

order to facilitate the comparison. The frequency at which the spectrum starts to raise

seems to show a direct dependence on the cell diameter, when one compares the spectral

curves with the cells sizes. Possibly, also the strength of the electrostatic attraction of

the cells with the ionic charge in the ionic cloud surrounding the cell plays a role in

defining the transition frequency from a flat to an increasing curve. And the strength

of this attraction force can eventually be one more distinguishing characteristic of the

cells themselves. Nevertheless, worthwhile to mention is that the spectral curve is a

combination of all the factors affecting the electric behavior of the cells and the system,

namely, the electrochemical chamber.

4.3.4 Cell Sizes

The dimensions of the cells suspended (spherical format) was photographed and meas-

ured in microscope. Table 4.2 shows the average cell radius, the standard deviations and

the number of measured cells (N) for all cell lines. Exp. Meas. in table 4.2 represents the

experimentally measured values. Figure 4.11 shows the same information as a graph. In
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the figure 4.11 the average of the cell radius is presented with a cross, the median appears

as a continuous line. The bottom line of the box represents the mediam of the bottom half

and the same for the top half. The vertical lines that extend outside the boxes highlight

the minimum and maximum values. From the figure it can be seen that the majority of

cells have a radius that lies between 6 µm and 13 µm, with PC-3 cells showing the second

largest average radius among all measured cell lines (just below HaCaT cells).

TABLE 4.2: Cell radius and standard deviations for all measured cell lines.

Cell Line Cell radius [µm] Metastatic behavior N
PC-3 10.90 ± 2.93 Highly metastatic 25

DU145 9.10 ± 1.88 Low or non-metastatic 14

EOL-1 7.07 ± 0.75 Highly metastatic 10

MOLM-13 7.66 ± 0.66 Moderate metastatic 10

MCF7 9.33 ± 1.25 Highly metastatic 22

T47D 8.99 ± 0.90 Moderate metastatic 19

HT29 7.64 ± 0.77 Highly metastatic 20

SW620 6.98 ± 0.98 Non-metastatic 21

4.4 Suggestions for Future Experiments

Performing such eletrochemical impedance experiments of live cancer cells suspensions

is a very challenging task. The main reason is that several dynamic and complex variables

interfere with the results. After working five years with such experiments and performing

thousands of them, some useful advices I will give for future studies follows.

4.4.1 Use a Temperature Controlled Box

In order to be able to compare and distinguish different cell types, the same experimental

conditions must be present in all experiments. Given the sensitivity of the method, even

1◦ or 2◦ can already affect the results. Therefore, the suggestion to use a temperature
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FIGURE 4.11: Cells radius experimentally measured and their standard deviations. The
dots above the boxes on the graphs are the outliers,i.e., cells which were so large that
their sizes deviated significantly from the mean and are outside the standard deviation.
The average value is represented by a cross and the median by a continuous line.

controlled box where cells are maintained at 37 ◦C (the same temperature as they are cul-

tivated) is strongly recommended. This temperature is also suitable to keep cells longer

alive; in several experiments the percentage of dead cells was large, with one of the

possible reasons the difference in temperature between cell cultivation (37 ◦C) and ex-

perimental temperature (approx. 25 ◦C).

4.4.2 Measure Cells Shortly After Detachment

In order to facilitate the work for medical personal at the hospital, often the cells were

prepared in all concentration (3, 6 and 9 million of cells/mL) at once and left at my dis-

posal to perform the experiments. As the sequence of measuring one cell concentration
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can take up to 1 hour, often the highest concentration was measured 3 hours after detach-

ment. Not by coincidence, in several of the experiments performed later after 2-3 hours

of detachment, a large percentage of cells were dead. Therefore for future experiments

it is highly recommended, although being not the best for medical personal, to prepare

only one concentration, measure the impedance, prepare another concentration, measure

again, and so on. In this way the percentage of cell death can be reduced.

4.4.3 Perform Only Few Experiments per Day

Although it may be more comfortable to perform a large set of experiments per day to

decrease the number of visits to hospital, there are also some drawbacks of this practice.

The first is the quality of the electrodes. After several repeated experiments, electrodes

get hardly stable, making it difficulty to perform the experiments. One way to overcome

this issue is to have more than one pair of new electrodes, both for the active and reference

electrodes. The second drawback is the equipment itself. After a large set of repetitions

the equipment started showing undesirable behavior, and sometimes was not able to keep

the potential constant in the electrochemical cell and burned it completely. In this sense

as the equipment is quite old it may be appropriate to replace it by a newer one. The

last drawback is the difficulty of the experiments itself. The experiments need a lot of

attention, and after several hours (10-12 hours) working without an interval one can get

tired and make mistakes, having to discard the results afterwards.

4.4.4 Use Preferably New Electrodes

In order for good impedance spectroscopy experimental results in low frequencies it is

essential to have a very stable electrode-electrolyte interface. When electrodes are new,

well-polished and are very regular (same size and shape) the potential generated at the

interface of both WE and CE almost cancel each other, leaving a very small open circuit

potential. That is optimum for good experimental results. Ideally the potential should

be zero, but I have never seen in any experiment a zero open circuit potential; there was

always a small residual open circuit potential left.
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Using new electrodes can be challenging due to their high price as they are made of pure

platinum. In reality, electrodes can be reused a couple of times. After the experiments

they should be cleaned with special detergent to remove biological particles and care-

fully dried to avoid scratches. When they get too used and are not suitable for further

experiments they can be resold for a lower price in the same jewelry where they were

purchased.

It may be worth to test other metal alloys for the electrodes to try to find cheaper solutions.

I tested myself a very large number of metals, and the majority of them were not useful.

Still it may be worth to have one or more students working on the topic to find cheaper

options of electrodes for the experiments.

4.4.5 Use Small Voltage Signals

Electrochemical systems are highly non-linear, therefore using large voltage signals in

impedance spectroscopy experiments will not improve the results, on the contrary will

make them worse. This point is highlighted in several books specialized on the topic

[10, 31] and was also strongly recommended by specialists which have several years

of experience on the topic. A large AC amplitude signal will also increase the rate of

corrosion at electrode’s interfaces damaging electrodes faster. Throughout this Thesis

most of the signals used were on the order of 14 mV Vpp or 10 mV RMS.

4.4.6 Do not apply a DC potential to impedance experiments

Applying a constant DC potential to an electrochemical system can be very useful for

some types of experiments, for instance dielectrophoresis (DEP). Nevertheless, applying

a large DC potential on top of an AC potential for impedance spectroscopy experiments

disturbs the open circuit potential (OCP) and therefore the equilibrium of the system.

By this way, OCP does not stabilize, which is a pre-requisite for good EIS experiments.

Therefore, it is recommended not to apply any DC potential for EIS experiments; for

other types of electrochemical experiments a DC potential can be one excellent solution

to separate different types of biological entities by their charges.
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4.5 Conclusions

In this chapter the impedance magnitude and phase of several cancer cell lines was shown

and analyzed. Some observations can be drawn from the experimental results presented

here. The first is that, possibly there is a direct dependence of the impedance magnitude

in low frequencies from the volume fraction of suspended alive cells. In the experimental

results presented in this chapter, the larger the volume fraction of suspended alive cells,

the larger was the impedance magnitude of the cell suspension in low frequencies. A

second observation was that, a pattern for the spectral response of the cancer cells sus-

pension can only be obtained under very controlled experimental conditions, namely, the

same amount of suspended alive cells, the same temperature, the same supernatant con-

ductivity, among others. Lastly, important insights were obtained for performing new

experiments, which may be useful for further studies. As science evolves with trial and

errors and with the experience from others, especially in a new complex field as this one,

learning from the past helps to develop and speed up the new advancements on the same

topic.
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Chapter 5

Measuring the Cell Surface Charge

5.1 Introduction

Charge plays a fundamental role in biological organisms. It is in the core of several

important biological functions, for example the heart beat that keeps all of us alive, the

neuronal communication between brain and peripheral muscles and in the tightly con-

trolled resting potential of the cell membrane, among others. Basically charge control

and flow is ubiquitous in our whole organisms. During skeletal muscle action potential

firing, charge movement of three major ions namely Na+, K+ and Cl− through specific

ionic channels [11, Ch. 4] is on the core of all our movements since raising an arm, mov-

ing the legs or sitting. It is all controlled by a beautiful and delicate charge balance well

described and mathematically documented initially by Hodgkin and Huxley [11, 85–88]

in their famous experiments with Giant Squid Axon that earned them a Nobel prize in

Physiology and Medicine in 1963 [89] and thirty years later developed into a human

model by other authors [90–92]. Without a proper charge control and flow we would not

be able to seat, move, speak and even breathe.

Charge imbalance and incorrect distribution is also associated with several disorders. The

so called channelopaties are genetic diseases caused by a mutation in the genes encod-

ing the correct behavior of the ionic channels transpassing cells membranes, for instance
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mutations in sodium, potassium, chloride or calcium channels. Those diseases can cause

deafness, heart attacks, renal insufficience, among others. In general the gating properties

of those channels are changed, for instance they open or close slower than normal chan-

nels and the equilibrium of charge between the intra- and extra-cellular media is altered

affecting the correct firing of the action potential in nerve cells and cardmyocytes with

severe and painfull consequences for patients [93].

This chapter is dedicated to analyse the charge encountered in the surface of cancer cells.

As charge plays important functions in healthy biological organisms it is also possible

that it plays an important role in cancers too. Several authors have been pointing out that

the charge distribution and balance/imbalance in the surroundings of tumor cells inside

the tumor microenvironment may play a significant function in the metastatic behavior

of different cancer cell types [7, 84]. Therefore the objective of the present chapter is to

calculate the charge of different cancer cells and investigate whether or not it shows any

correlation with the metastatic behavior of the cells.

5.2 Low Frequency Dispersion of Colloidal Particles Sus-

pended in Electrolyte Solutions

Throughout the last seventy years several authors have been studying and modelling the

dielectric characteristics of colloidal charged particles, some with special focus on biolo-

gical cells suspensions, to understand their dielectric behavior and derive useful inform-

ation from it [2, 14, 17, 94–97]. The first developed model was the Maxwell-Wagner

or β-relaxation theory that explains the dispersion characteristics of biological cells sus-

pensions by the so-called interfacial polarization due to the buildup of charges at the

interface of two materials of very different dielectric properties [9, 10]. This model was

good to explain the relaxations observed in late kHz-MHz but failed by several order of

magnitude to predict the very high relaxations values observed in low frequency ranges.

It was Gerhard Schwarz in 1962 [13] that developed the first new theory and mathematical

model to explain the relaxation values observed in the low frequency ranges. According

76



to him, the low frequency dielectric dispersion observed in colloidal particles suspended

in electrolyte solutions was caused by the polarization and movement of a counterion

atmosphere surrounding the colloidal charged particles, for instance biological cells, by

an externally applied electric field. In his theory, an infinitesimal double layer of charge

is formed around the external surface of the charged particle similar to the double layer

formed at the surface of electrodes when inserted in electrolytes. The externally applied

AC electric field causes the displacement of the charges in the double layer creating a

polarization effect and as the charges can move laterally in this ionic cloud by diffusion

to reestablish the charge equilibrium a dispersion occurs. This effect is named as α-

dispersion.

Schwarz offered analytical expressions to calculate the value of the relaxation parameters

of the α-dispersion based on physical parameters. According to his theory [10, 13] the

relaxation time of α-dispersion can be calculated by:

τα =
l2D
D

=
R2

cole0
2uicKBT

(5.1)

Where lD is the diffusion length of the particle in the double layer, D is its diffusion

coefficient given by Einstein equation, Rcol is the radius of the large colloidal particle,

uic the mobility of ions inside the ionic cloud surrounding the large charged colloidal

particle, KB is the Boltzmann constant, e0 the elementary charge and T the temperature

in Kelvin.

The counterionic charges surrounding the large colloidal particle are strongly bound to it

by electrostatic forces and need to overcome a high potential barrier in order to leave the

ionic cloud and move freely in solution. This potential barrier or activation energy EA

can be estimated as [10, 13]:

EA ∼ e20
δεM

(5.2)

Where εM is the dielectric constant of the suspending medium and δ is the minimum

distance between the counterion and its counter charge on the surface. The value of
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EA has been estimated to be approximately 1 kcal/mol [98]. With the value of EA it is

possible to calculate the mobility of ions inside the ionic cloud as given by [10, 13]:

uic = ue−EA/KBT (5.3)

Where u is the mobility of the ion in free solution, i.e., its mobility when not subject to

any electrostatic force due to the large colloidal particle. The lateral mobility of the ions

in the ionic cloud surrounding the large colloidal particle uic is smaller than their mobility

in solution u where they are free to move. The value of u is given by [10]:
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FIGURE 5.1: Illustration of the ionic cloud that surrounds suspended colloidal biological
cells in electrolyte solutions. In the absence of an electric field the ionic cloud does not
deform and charges are equally distributed around the cell membrane. In the presence of
a polarizing electric field ions move laterally in the ionic cloud orienting themselves in
the direction of the electric field deforming the cloud. As they are tightly attracked to the
cells by electrostatic forces, ions closer to cell membrane do not escape. Similar to the
double layer formed close to electrode’s surface, surrounding the cell membrane the first
layer is formed of a compact immobile layer of charge, here arbitrarily represented by
positive ions. The next layer is partially mobile and ions can move in the layer laterally
to the electric field, still being trapped by the electrostatic forces. The charges above this
partially mobile layer are free to move and they are being attracted and repelled all the
time by the ionic cloud of the cells. Note that the outermost charged layer making up the
ionic cloud around the cell membrane is very unstable as charges are all the time joining
and leaving it. Here only two layers of charges were represented; in reality possibly
more layers exist.
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u =
ze0

6πηrion
(5.4)

The value of η is the viscosity of the suspending medium (PBS) that for the present

situation was assumed equal to the viscosity of the water with a negligible error. The

variable rion is the radius of the ion and z its ionic valence. The value of the α-relaxation

frequency can therefore be calculated from [10, 13]:

fα =
1

2πτα
=

uicKBT

πR2
cole0

=
zKBTe

−EA
KBT

6π2ηR2
colrion

(5.5)

And the permittivity increments in the dielectric constant of the colloidal particle due to

the counterion relaxation can be calculated from [10, 13]:

∆εα = εlow − εintcells =
9

4ε0

ϕ

(1 + 0.5ϕ)2
e20RcolN

KBT
(5.6)

The value of ϕ indicates the volume fraction of suspended colloidal particles, namely the

biological cells, calculated through eq. 6 or 8, depending on the concentration of the

cell’s suspension, from reference [95]. The value of N is the average counterion density

on a typical cell surface and has units of number of charges per area. Solving equation

5.6 for N , the following is obtained:

N = ∆εα
4ε0
9

(1 + 0.5ϕ)2

ϕ

KBT

Rcole20
(5.7)

Equation 5.7 basically states that the average charge density on a typical cell surface is

directly proportional to the amplitude of the alpha dispersion ∆εα experimentally ob-

served, the temperature of the suspension medium T and inversely proportional to the

radius of the colloidal particle Rcol, i.e., the biological cell.

While equation 5.7 is hard to grasp, equation 5.6 statements have been observed exper-

imentally several times. When measuring L929 cells, which are mouse fibroblast cells
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with small radius, no dispersion could be observed at all. Even after the cell concentra-

tion was increased several times, no dispersion could be observed. The same happened

while measuring yeast and pure ionic solutions. In contrast, while measuring several can-

cer cell lines which have a larger diameter, α-dispersion could be observed, showing a

direct dependence on the amplitude of the dispersion ∆εα observed experimentally to the

cell radius. The dependence on the volume fraction ϕ of suspended alive cells was also

observed several times during experiments with all cancer cell lines. For low concen-

trations, no dispersion was observed at all and for higher concentration that was clearly

observed. The term e0 ∗ N is also intuitive and is simply the amount of charge in the

external surface of the cell, not a surprise if ∆εα is of electrostatic nature. The question

is why ∆εα has squared dependency on the charge e20 instead of single dependency. If

equation 5.6 is rewritten in terms of thermal voltage VT the following is obtained:

∆εα =
9

4ε0

ϕ

(1 + 0.5ϕ)2
e0NRcol

VT

(5.8)

And for simplication replacing e0N by Q:

∆εα =
9

4ε0

ϕ

(1 + 0.5ϕ)2
QRcol

VT

(5.9)

Where Q is the charge density at the external surface of the cell. Now, analysing equation

5.9 it can be seen that the amplitude of the alpha dispersion depends on the volume

fraction of suspended cells, the charge of the cells, the radius of the cells and is inversely

proportional to the thermal voltage VT a much simpler and intuitive result. Still both

equations 5.6 and 5.9 have the same information presented in a different way. For a

rigourous mathematical proof of equation 5.6 see reference [13]. Table 5.1 summarizes

all the variables from equations 5.6 up to 5.9. All constants used have the value indicated

together with their units. Values indicated with "Exp" are extracted from the experimental

results. Observe that ∆εα and ϕ have no units as they are the ratio between two values

with the same unit, indicated by empty brackets. The ∆εα is the ratio between the cell

suspension permittivity εsusp and the vacuum permittivity ε0. The volume fraction of
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suspended cells ϕ is the ratio between the total volume occupied by the cells per the

volume of the suspension.

TABLE 5.1: Variables and parameters from equations 5.6 up to 5.9.

Variable Description Value Units

∆εα Magnitude of α-dispersion Exp [ ]

ϕ Volume fraction of suspended cells Exp [ ]

T Cell’s suspension temperature Exp [K]

Rcol Colloidal particle i.e. biological cell radius Exp [10−6 m]

KB Boltzmann constant 1.38x10−23 [J/K]

ε0 Vacuum permittivity 8.85x10−12 [F/m]

e0 Elementary charge 1.60x10−19 [C]

N Average counterion charge density Exp [1/m2]

Q Charge density at the cell’s external surface Exp [C/m2]

VT Thermal voltage KBT/e0 [V]

5.3 Dimensional Analysis of Equation 5.7

In order to verify the final measurement units of equation 5.7 an analysis was performed.

Solving equation 5.7 only with the units the following is obtained:

N = [] ∗ F

m
∗ [] ∗ K ∗ J/K

mC2
(5.10)

N =
F

m2
∗ J

C2
(5.11)

And remembering that:
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V =
J

C
(5.12)

F =
C

V
(5.13)

Follows:

N =
F

m2
∗ V

C
(5.14)

N =
F

m2
∗ 1

F
(5.15)

N =
1

m2
(5.16)

Where the units are Volts (V), Farads (F), Couloumbs (C), meters (m), Kelvin (K) and

Joules (J). Equation 5.16 shows that the cell surface charge will be given as the number

of charges per square meter. By using equation 5.7 the value of the cell surface charge

can be calculated directly from the experimentally measured parameters, namely ∆εα,

Rcol and ϕ.

5.4 Correction of Schwarz Model to 4T Experiments

Gerard Schwarz and his colleagues [13, 99] were the first research group to develop a

mathematical model to explain the low frequency dispersion observed in suspensions of

colloidal particles due to ionic cloud relaxation; the original model was developed in

1962. Although they did a large progress on mathematically equating the phenomena

and relating it to the physical parameters of the system, the limitations in experimental

techniques prevented them from making an accurate estimate of the values of the low

frequency dispersion amplitude, namely, ∆εα. At first, they did not use a four-electrode-

terminal setup [99] which is proven to decrease by orders of magnitude electrode polariz-

ation effects [1, 23, 33, 39, 40, 42]. The techniques used to bypass electrode’s polarization
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were to coat the electrodes with platinum black and measure the same sample at different

distances and subtracting the values from each other [99]. In the paper, it is not shown

any analysis of the accuracy of using such techniques in the estimation of ∆εα.

Schwarz when developed the model for the cell surface charge estimated a low frequency

dispersion magnitude ∆εα in the order of 104 [13] based on experimental results of im-

pedance measurements of polysterene spheres [13, 99]. As the experimental techniques at

that time did not allow to circumvent electrode polarization effects accurately in order to

measure the real values of ∆εα, he and his colleagues used the methods described above

to estimate the magnitude of the ∆εα. The reality is that with a proper use of the four

electrode terminal setup as described in chapters 3 and 4 of this doctoral thesis, experi-

mental values in the order of 106 have been observed and those values are confirmed by

other authors [14]. Another mistake made by Schwarz was to assume an inverse-square

force-law dependence on the charge, a simplification from Coulomb interaction. In real-

ity, the net electrostratic interaction of dissolved ions in liquids is much more complex,

harder to estimate and of shorter range than the inverse square pair potential suggested

by Schwarz [100, Chaps. 3, 14 and 22]. Therefore, the Schwarz equation was corrected

to:

N = ∆εα
4ε0
9

(1 + 0.5ϕ)2

ϕ

KBT

Rcole
β
0

(5.17)

Where:

β = 1.861 (5.18)

The value of β was estimated from the cell membrane potential Vmem and the cell mem-

brane capacitance Cmem from PC-3 cells. From literature, Vmem = 54mV [7] and the cell

membrane capacitance per area is equal to Cmem = 1.07µF/cm2 or multiplying by the

area of PC-3 cells, the cell capacitance Ccell = 16pF for one single cell [101]. Therefore

by assuming the cell as a charged capacitor where the dielectric is the cell membrane, the

potential is Vmem and the capacitance is Ccell the following charge can be calculated:
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Qcc = Vmem ∗ Ccell (5.19)

And for PC-3 cells the charge obtained is:

Qcc = 0.054 ∗ 16 ∗ 10−12 = 8.63 ∗ 10−13C (5.20)

Observe that the value of Qcc is given in Coulombs; to convert it to unit charges this value

must be divided by the value of the elementary charge, namely 1.6x10−19[C]. The value

of Qcc extracted from the experimental results and calculated with Schwarz equation can

only be 8.63 ∗ 10−13 when β = 1.861. Table 5.2 shows by using a simple parametric

analysis how varying the value of the parameter β affects Qcc and Vmem; in this case

Cmem was kept constant. The value of Vmem is expressed in volts [V]. The values of

the charge of one cell in Coulombs Qcc and the membrane potential Vmem are extremely

sensitive to the value of β; small variations in β cause large variations on both values.

With this corrected equation the experimental results observed by this and other works are

aligned with the typical cell parameter values (cell membrane capacitance, cell charge,

cell membrane potential).

TABLE 5.2: Parametric analysis to identify the β parameter.

β Qcc[C] Cmem[µF/cm
2] Vmem[V ]

1 5.67x10−29 1.07 3.55x10−18

2 3.54x10−10 1.07 22

1.5 1.42x10−19 1.07 8.86x10−9

1.6 1.07x10−17 1.07 6.72x10−7

1.7 8.13x10−16 1.07 5.09x10−5

1.8 6.16x10−14 1.07 3.86x10−3

1.85 5.33x10−13 1.07 33.57x10−3

1.861 8.63x10−13 1.07 54.00x10−3
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5.5 Experimental Results: Calculation of the Cell Sur-

face Charge

This section shows the results of the calculation of the cell surface charge by using equa-

tion 5.17. The parameters of the equation which are not constant were extracted from

the experimental results. The constant parameters have their values described in table

5.1. The method for extracting ∆εα from the impedance measuremens is described in

Appendix D. Table 5.3 shows the results. Observe that the number of unitary charges

N per cell surface area is expressed in unit of charges per cm2. Therefore to obtain the

charge in Coulombs this value should be multiplied by the value of the elementar charge

of one electron. Figure 5.2 shows the same information plotted as a graph to permit the

visualization of the standard deviation. All experiments were repeated several times and

most of them in different days. In order to keep the readability of the table, the standard

deviations were removed; for a complete table with standard deviations and the num-

ber of experiments and experimental days please check the last section of this Doctoral

Thesis.

Table 5.3 shows the amount of unitary charges per area N calculated based on equation

5.17 and its comparison with the cell’s metastatic potential. The values of the cell radius

RC , volume fraction of suspended cells ϕ and the permittivity increments in the cell

spectrum due to ∆εα were experimentally measured. Standard deviations were removed

from the table for readability. For a complete table with all standard deviations please

check Appendix G. The values of Cmem were either extracted from the literature (PC-3

cells [101], EOL-1 and MOLM-13 cells [102], HT29 cells [104]) or calculated based

on equation 5.21). The value of Cmem for DU145 cells was assumed to be equal to the

capacitance of normal healthy cells (Cmem = 1µF/cm2) as DU145 are non-metastatic.

The value of Cmem for SW620 cells is estimated to be between 1.5 and 2.32 µF/cm2,

therefore a value of 2 µF/cm2 was assumed as no value in literature is available. The

values of Vmem for PC-3 cells [7], MCF7 cells [7] and T47D cells [103] where extracted

from the literature; all the other values of Vmem where calculated by using equation 5.21

and Cmem. The amount of unitary charges of one single cell Nc is equal to the value of N

multiplied by the cell area. The value of Qcc is the charge of one single cell in Coulombs
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TABLE 5.3: Cell surface charge, membrane potential and capacitance.

Cell Line RC [µm] ∆εα[10
6]a ϕ N [1011/cm2] Nc[10

6] Qcc[10
−13C] Vmem[mV ] Cmem[µF/cm

2]

PC-3 10.90 4.67 0.26 3.61 5.39 8.63 54 1.07b

DU145 9.10 4.73 0.26 4.25 4.42 7.08 68 1.00c

EOL-1 7.07 0.15 0.07 0.48 0.30 0.48 3.9 2.00d

MOLM-13 7.66 0.16 0.06 0.56 0.42 0.66 4.5 2.00c

MCF7 9.33 5.33 0.28 4.19 4.58 7.34 38e 1.75f

T47D 8.99 5.25 0.22 5.42 5.50 8.82 43g 2.00h

HT29 7.64 5.27 0.32 5.41 3.97 6.35 37 2.32i

SW620 6.98 4.77 0.20 7.72 4.73 7.58 62 2.00j

aFor a definition which frequencies ∆εalpha is defined please check Appendix C.
bExtracted from [101].
cFor DU145 cancer cells a cell membrane capacitance of 1µF/cm2 was assumed.
dExtracted from [102].
eExtracted from [7].
fCalculated based on equation 5.21.
gExtracted from [103].
hCalculated based on equation 5.21.
iExtracted from [104].
jUnfortunately no values for Cmem or Vmem were found in literature for SW620 cancer cells. Therefore

the value of Cmem was estimated to be approximately 2µF/cm2. While it is hard to say the exact value of
Cmem for SW620 cells, it is definitely between 1.5 and 2.32µF/cm2.

and is equal to Nc multiplied by the unitary charge of one electron. Observe that for all

measured cell lines the more metastatic cells have a smaller amount of unitary charges

per area when compared to their less metastatic counterparts. The last column shows

the source from where the metastatic potential of the cells was obtained. The acronym

"INT" means internal source, from hospital experiments. In order to calculate Vmem the

following equation was used:

Vmem =
e0N

Cmem

(5.21)

Where N and Cmem are as described in table 5.3 and e0 is the unitary charge of one

electron. Observe that the equation is balanced and has the units of volts [V]1.

1In this case Cmem was converted to F/cm2 so equation 5.21 is correctly balanced.
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Interesting is to compare the amount of unitary charges per area with the cells’s meta-

static potential as done in Table 5.4. From the table it can be seen that for the measured

cancer cell lines the more metastatic cells showed a lower amount of unitary charges per

area when compared to their less metastatic counterparts. This is a very interesting cor-

relation not so far mentioned in literature. The acronym "INT" stands for results obtained

internally in experiments at the hospital UKE2.

 
FIGURE 5.2: Cell surface charge for all measured cell types (cancers and non-cancer).
The value is expressed as unit charge per cm2. Average values are represented by a
cross, median values by a continuous line, the bottom line of each box represents the
median of the bottom half and the same for the top line. Vertical lines extending above
and below indicate the maximum and minimum values respectively. Outliers, i.e., values
which deviate significantly from all the averages are plotted as dots.

2The observation that EOL-1 cells shows a higher metastatic potential than MOLM-13 was done by Dr.
Daniel Wicklein from UKE, in experiments performed with xenograft mouse models in 2014. Dr. Wicklein
is specialized in analyzing the mechanisms that lead to metastasis formation in different types of cancers.
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TABLE 5.4: Amount of unitary charges per cm2 and its comparison with the cell’s
metastatic potential.

Cell Line Num. Met. Met. Pot. N [1011/cm2] Cancer Type Source
PC-3 NA High 3.61 Prostate [51]

DU145 NA Low 4.25 Prostate [105]

EOL-1 NA High 0.48 Leukemia INT

MOLM-13 NA Moderate 0.56 Leukemia INT

MCF-7 196 High 4.19 Breast [83]

T47D 176 Moderate 5.42 Breast [83]

HT29 230 High 5.41 Colorectal [83]

SW620 0 Non-metastatic 7.72 Colorectal [83]

5.6 Comments on Schwarz Theory

Schwarz, Schwan, Pauly and Maczuk [13, 99] were the first research group to observe and

model the relaxation phenomena occurring in cell’s suspensions in very low frequency

ranges (f < 1 kHz). Schwan observed it first in muscle tissues and later on in cell’s

suspensions [14]. Although their work was published in 1962, no significant progress

has been done so far in mathematically analyzing the α-dispersion phenomena and very

few works were published afterwards [19, 106–108]. The challenge in analyzing those

frequency ranges lies in circumventing electrode polarization effects, getting a stable and

error free electrode-electrolyte interface and reproducible experiments. Therefore, most

authors just avoid those frequencies.

Even if their work was a steep progress in explaining the α-dispersion phenomena, the

absence of having stable experimental setups to allow the correct measurement of imped-

ance values in those extremely low frequencies made the correct estimation of the value

of ∆εα imprecise. The use of the 4T setup combined with signal processing techniques

as described in Appendix C enabled the correct extraction of the ∆εα value. Still a cor-

rection had to be made to Schwarz theory to account for the under estimation of the value

of ∆εα.
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5.7 Conclusions

In this chapter the cell surface charge which is encountered in the external surface sur-

rounding suspended cancer cells was calculated in the light of the theory from Schwarz,

Schwan, Pauly and Maczuk [13, 99]. As this charge causes the attraction of counterion

charges suspended in the medium, a charged layer is formed around the cells. When

the cells are submitted to very low frequency variable AC electric fields, a dispersion in

the low frequency range occurs, the so called α-dispersion and from the analysis of the

parameters of this dispersion the charge can be calculated.

Interesting to highlight is that a relationship between the metastatic behavior of the ex-

perimentally measured cells and the external cell surface charge was further found. For

all analyzed cancer cells, the more metastatic cells showed a lower average cell surface

charge (N ) than their less metastatic counterparts.
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Chapter 6

Measuring Adherent Cells

6.1 Introduction

In this chapter the analysis of adherent cells through impedance measurements is per-

formed. Differently from suspended cells which acquire spherical shape and can move at

least partially with the electric field, attached cells are immobile as they are fixed by at-

tachment proteins in the substrate where they are grown. This has some significant impact

in the measured impedance results. First the reproducibility of the results is better, i.e.,

when measurements are repeated one after the other the standard deviation error in the

measurement values is negligible. Second, the shape of the cells varies enormously when

compared to suspended cells. As the cells spread into the substrate, connect to each other

and fix themselves, they acquire different formats. Third, more sensitive electrodes need

to be used to read information from the cells as only one single cell layer is measured.

In comparison to the 4T measurements of suspended cells where millions of cells are

measured, in adherent cells experiments the number of cells in the measurement chamber

system is in the order of thousands; that has an impact in the amplitude of the measured

signal. Lastly, for the impedance measurements using interdigitated electrodes (IDE)

which are by definition 2T measurement systems, the presence of the electrode polariza-

tion affects significantly the measured signal in low frequencies (f < 1 kHz). Therefore,
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instead of having a defined curve for the cell’s spectral impedance behavior, 2T measure-

ments with interdigitated electrodes are useful for qualitative evaluations and to observe

the variation from an initial to a final state or the response to a drug or treatment. They

are also more sensitive than the 4T parallel plate electrode system as IDEs amplify the

signal due to the large amount of electrode’s fingers.

6.2 Theoretical Background

Interdigitated electrodes (IDEs) are a set of two interlaced comb-structured metal elec-

trodes, individually addressable and printed in a non-conducting substrate [109], where

to one electrode is applied the positive potential and to the other the negative or ground.

Figure 6.1 shows an example of a simple IDE.

 
Substrate

Substrate

BSUT

+ -- + --

g w

w

g

FIGURE 6.1: Illustration of the comb-like structure of interdidigitated electrodes. On
the left figure a side view of such electrodes is illustrated showing the electric field lines
orientation and on the right side the top view of the IDE. The acronym BSUT stands for
biological system under test. In the final used IDEs the value of g and w was equal to 5
µm and the thickness of the metal layer was 200 nm.

The interesting about IDEs is that while in parallel plate electrodes the electric field lines

are parallel to electrodes and are confined in the area between them, in IDEs the fringing

field lines are the ones stimulating the biological material under test (BSUT) which is

placed on the upper side of the electrodes in direct contact with them. They are especially
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useful to have one interface of electric contact with the BSUT while the other interface

is used to observe the material [109, 110]. IDEs are widely used in applications as biolo-

gical and chemical sensors, for instance for the detection of the presence of the bacteria

Schecheria Coli [111]. They can be capacitance based, resistance based or impedance

based.

6.2.1 Working Principle

Interdigitated electrodes have a simple working principle given by their geometry. As

the stimulating electrodes are printed in a flat surface parallel to each other and facing the

BSUT they create bended ellipsoidal electric field lines distribution which are confined to

a maximum height h from the substrate interface which is dependent on a variable known

as electrode spatial wavelength λ. The electrode’s λ is mathematically defined as [110]:

λ = 2(w + g) (6.1)

Where w is the width of the IDE’s fingers and g is the gap or spacing between them. The

ratio of sensitivity of IDEs is a direct function of the height of the sensitive layer h and

the spatial wavelength λ, which normally is a constant given by [110]:

rsens =
h

λ
∼= 0.5 (6.2)

In other words, the IDEs will be mainly sensitive to changes in an interface layer that

starts at the surface of the electrodes and goes up to a maximum height equal to w + g

[109]. This has important implications when choosing the fingers width and gap distance

according to the desired height of sensitivitness. For example, for the observation of

biological cells as described in the results section the used electrodes had a finger width

and spacing equals to 5 µm. This translates into a sensitive height, i.e. the height to which

93



variations in the BSUT are perceived and measured by the electrodes, with a maximum

value of 10 µm. This characteristic is especially important for the experiments described

in this chapter as the interest lies in the observation of the cells response to chemotheraphy

and other treatments with a minimum of medium effects.

6.2.2 Presence of the Double Layer

Differently from the four terminal setup used to measure suspended cells, interdigit-

ated electrodes are by definition two terminal electrodes, therefore in low frequencies

the double layer effect due to electrode polarization is always present. Figures 6.2 and

6.3 shows the experimentally measured impedance results using an ionic solution phos-

phate buffer saline (PBS) of low concentration (approximately 0.2 M). In the plot the

eight channels of the measurement system (micrux chips, described in the experimental

procedure) are shown. Observe in the figures the straigth ramp behavior of impedance

magnitude for frequencies below 10 kHz and the phase close to 90◦ characteristic of the

presence of the double layer.

6.2.3 Equivalent Circuit Model to Analyse the Cells Attached to In-
terdigitated Electrodes

As already explained in previous sections, during impedance measurements using IDEs

the double layer effects will always be present in frequencies below 10 kHz. Neverthe-

less, the value of the impedance that it inserts in the measurements can be subtracted

from the experiments by fitting with a proper equivalent circuit model (ECM). Alternat-

ively only frequencies above 10 kHz can be chosen where the double layer effects have

already vanished. Figure 6.4 shows a simplified drawing of cell attachment to electrodes

and to each other and figure 6.5 shows the equivalent circuit model (ECM) to repres-

ent the experimental situation. The circuit parameters are: the double layer capacitance

(Cdl), the charge transfer resistance (Rct), the medium resistance (Rmed1), the attachment

proteins resistance (Rprot), the cell membrane capacitance (Cmem), the cell membrane
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FIGURE 6.2: Bode plot of impedance magnitude measurements results of ionic solution
phosphate buffer saline. Observe the strong double layer effect for frequencies below 10
kHz.

resistance (Rmem), the cell’s junctions resistance (Rjunc) and again the medium resist-

ance (Rmedium2). If the parallel resistances are combined the circuit can be simplified

to the version on the bottom of figure 6.5 where Rsol is the equivalent of Rmed1 // Rprot

and Req is the equivalent of Rmem//Rjunc//Rmed2. Remembering that the cell membrane

resistance Rmem is very large one can write:

Req ≈ Rjunc//Rmed2 (6.3)

And if cells are grown to confluence, namely, they fill completely the bottom of the

chamber leaving no empty spaces among them, equation 6.3 can be rewritten as:
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FIGURE 6.3: Bode plot of impedance phase measurements of ionic conductivity solution
phosphate buffer saline. A phase equal to or close to 90◦ at low frequencies is a strong
indicative of the double layer effect.

Req ≈ Rjunc (6.4)

The results of equation 6.4 are of great importance. That is due to the role played by the

resistance between the cell’s junctions. Oncologists from UKE and other authors [112]

believe strongly that the value of Rjunc plays a crucial role in the metastatic behavior of

the cells. Namely, that more metastatic cells have a smaller Rjunc when compared to less

metastatic ones, making easier for the cells to detach from the tumor and places where

they are attached and walk through patient’s body. That makes all sense. If experiments
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SUBSTRATE

FIGURE 6.4: Simplified representation of the experimental situation of adherent cells.
Cells are attached to the substrate and electrodes by means of binding proteins, in the
figure represented by green lines. Cells are also attached to each other through cell
junctions, in the figure represented in red color.

are performed in higher frequencies, namely, frequencies f >10 kHz, Cdl and Rct disap-

pear becoming a short circuit and the other elements Rsol, Cmem and Req ≈ Rjunc can be

determined from the fitting of the experimental data.

Unfortunately the experimental results shown on the next section such fitting was not

possible and the main reason is that cells did not grow to confluence. The cells had a

large difficulty in attaching to the Micrux IDE electrodes and that disturbed the obser-

vation of Rjunc; still it was possible to observe and measure cell’s growth and response

to chemotheraphy. In order to measure Rjunc a better electrode-system must be fabric-

ated. Figure 6.6 illustrates the actual problem in Micrux IDE electrodes which prevented

the proper attachment from the cells to grow to confluence and also a possible better

electrode-system solution for the cells1. Another possible solution is to cover electrodes

with a very thin layer of glass and create instead of an electrochemical cell, a capacitive

cell.

6.3 Experimental Procedure

In order to perform the impedance experiments, circular interdigitated electrodes with a

thin metal layer composed of 150 nm platinum on top of 50 nm titanium were purchased

from Micrux technologies. The electrodes width and gap were both 5 µm. They had

a sensitive area of 154 mm2 and were composed of 180 pairs of fingers, leading to a

1To be fabricated. Such electrode system is not available on the market.
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FIGURE 6.5: Equivalent circuit model for adherent cells attached on electrodes. On the
left side the cell membrane resistance, cell junctions resistance and medium resistance
is separated as it is in real experimental situation. On the right side, all three parallel
resistances are combined together as electrically it is not possible to distinguish between
them in a single experiment.

total number of 360 interlaced electrodes. Figure 6.7 shows the platinum IDE. Addi-

tionally, a platform called Multi8x All-In-One plus the add-on for multi-batch-cell was

also purchased from the same company to allow the simultaneous measurement of up to

eight samples with a total volume of 400 µl per channel. The multiplexer ECM8 from

Gamry Instruments combined with the potentiostat Interface 1000 was used as a meas-

uring device to measure the impedance of the eight channels from Multi8x All-In-One
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Suggested electrode system to be 
designed 
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FIGURE 6.6: Lateral view (top) of used the system (Micrux IDE). Observe that the
thickness of the metal patterned on the glass substrate (200 nm) was already enough
to disturb complete cell attachment. Therefore the system below is proposed where
the empty spaces between the patterned IDEs are filled with another material. It is very
important that the surface for cell attachment is completely flat in order that cells manage
to grow to confluence, then Rjunc can be measured.

cell.

WE1

WE1 pad

WE2

WE2 pad

WE1 WE2

FIGURE 6.7: Micrux IDE electrodes chips used to measure the impedance of adherent
cells. On the left side the complete chip is shown and on the right side a zoom only in the
sensitive area. The acronyms WE1 and WE2 refer to working electrode 1 and working
electrode 2. Figure extracted from [113].

In the first experiment, prostate cancer PC-3 cells were seeded on the electrodes in the

numbers 7500, 15000 and 30000 at different channels and the impedance was monitored

during two days to observe the cell attachment and growth. This step was important to

decide the correct cell number to be seeded in the following experiments with chemo-

theraphy, as the chemotheraphy only works when cells divide and grow. Therefore if a
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large cell number is seeded too early, cells would stop growing due to lack of space in

the electrode substrate and the effects of chemotheraphy could not be observed. After the

analysis of the first experimental results, medical personnel decided to follow the next

experiments with a cell seed of 6500 cells per Micrux channel.

Following, the experiment was repeated in another week for the same prostate cancer PC-

3 cells during five days to observe the cell growth and response to chemotheraphy. The

objective was to evaluate whether the electrode system was sensitive enough to follow

cell death. A total of 6500 cells were seeded in several channels of micrux Multi8X All-

In-One platform. One channel was left untreated without chemotherapy (only cells) as a

control channel. Several channels were treated with different concentrations of the drug

Docetaxel ranging from 1 µM up to 100 µM. Chemotheraphy was applied approximately

15 hours after cell seed and all channels were monitored for more four days regarding

cell growth.

6.4 Experimental Results

6.4.1 Cell Attachment and Growth

The first objective of this part of the experiments was to test whether the platinum inter-

digitated electrode system from Micrux was sensitive enough to track cells attachment

and growth through impedance spectroscopy. That is important as compared to the sus-

pension method where millions of cells are measured, in the impedance measurement of

adherent cells the number of cells measured is in the order of thousands as only one layer

of cells is formed on the electrodes.

The second objective of this part of the experiments was to decide the best cell number

to be seeded for the chemotheraphy experiments. As chemotheraphy only works when

cells divide and they stop dividing when they run out of space in the petri dish, different

cell numbers that ranged from 7500 to 30000 were seeded in different channels and the

impedance of the system was monitored during two days. Important to highlight is that as

the used electrodes had 5 µm width and gap, a maximum height of 10 µm beginning from
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electrode surface was monitored. Therefore, everything above 10 µm was not measured.

This is desired as the interest lays mainly in monitoring cells behavior and not medium.

Figure 6.8 shows the magnitude of impedance for all cell’s seed, namely 7500, 15000 and

30000. Observe that as expected large cell numbers give a higher impedance magnitude.

As the cells do not attach directly to electrodes, but use specific proteins to fix themselves

in the electrode and substrate, there will be a small layer of water with size in the order

of nanometers between the electrodes and cells. This will show in the results as a double

layer in frequencies below 10 kHz. Therefore, a frequency of 20 kHz was chosen to plot

the impedance magnitude as at this frequency the double layer effects in the results are

already vanished. From the figure it is clear that as cells attach to electrodes and grow

the impedance magnitude increases. Lower frequencies are more sensitive to changes

than higher frequencies, as they show in general larger values of impedance during the

monitoring, but they also represent the situation in the surroundings and outside the cells.

In higher frequencies the electric field is able to penetrate the cell membrane and enters

inside the cell.

6.4.2 Evaluating Chemotheraphy Effects

In this part of the experiment 6500 PC-3 cells were seeded to micrux IDE microelectrodes

one to five, all channels with approximately the same quantity of cells, and left to attach

and grow for approximately 12 hours. Following, the chemotheraphy drug Docetaxel was

given to the cells in the channels two to five in different concentrations (see figure 6.9).

After that all the channels were monitored for more 25 hours and compared regarding

cell growth. Figure 6.9 shows the results. In order to facilitate the comparison, curves

were normalized in respect to their measured impedance by the following formula:

normZ =
zexp − zmin

zmax − zmin

(6.5)

Where normZ is the normalized impedance magnitude value shown in figure 6.9, zexp is

the experimentally measured impedance magnitude value, zmin is the minimum value of
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FIGURE 6.8: Magnitude of impedance monitored during two days when 7500, 15000
and 30000 cells are seeded in the IDE electrodes platinum electrodes. The plotted im-
pedance results are for the frequency of 20 kHZ.

the measured impedance magnitude and zmax is the maximum value. This was done be-

cause although medical personnel tried to seed the same amount of cells in each channel

it always showed some variation, i.e, in some channels a slightly larger number of cells

was seeded than in others. Therefore in order to compare equally all the channels the

experimental results were normalized. As in the beginning the impedance manitude is

low because cells have not attached to electrodes and started growing yet, only the results

after 5 hours are presented.

From figure 6.9 it can be seen that the quantities of 1 µM and 10 µM are not enough to

prevent cell growth. For channel two, where 1 µM Docetaxel was applied cells stopped

growing temporarily but after five hours they started growing again. For channel three,

the 10 µM Docetaxel applied was not enough to prevent cell division and cells continued
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FIGURE 6.9: Normalized impedance magnitude comparison of cell growth with and
without chemotherapy treatment. All channels were seeded with the same amount of
6500 cells and channel 1 (C1) was left untreated. Channel 2 (C2) was treated with 1
µM of Docetaxel, channels 3 and 4 (C3 and C4) with 10 µM and channel 5 (C5) was
treated with 100 µM Docetaxel. The point in time where chemotheraphy was applied to
the cells is highlighted with an arrow.

growing normally. In channel five, after Docetaxel was applied cells stopped growing

and started slowly dying after 20 hours.

In a next experiment, the capacitance of 6500 PC-3 cells seeded in micrux IDE was

measured and compared against the same amount of cells when the chemotherapy drug

cisplatin is given. Figure 6.10 shows the results. While in channel two the capacitance

raises during all the experimental period showing that cells continue growing, channel

one where chemotheraphy was applied at 17 hours, after chemo application the capacit-

ance decreases sharply showing the effect of cisplatin preventing cell growth and leading

to cell death.
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FIGURE 6.10: Comparison of the capacitance growth of PC-3 cells seeded in IDE
micrux microelectrodes when cells are treated with the chemotherapy drug cisplatin
(channel 1: C1) and no treatment (channel 2: C2). The same amount of 6500 cells
were seeded in both electrodes. The point in time where cisplatin was applied is high-
lighted by an arrow.

6.5 Conclusions

In this this chapter, Time Domain Dielectric Spectroscopy (TDDS) was evaluated as

a possible technique to automate cancer protocol screenings, for instance in a tumor-

spheroid environment, to evaluate the best chemotherapy agent to be administered to a

patient. In such a setting, different concentrations and/or different chemotherapy agents

are applied to cell cultures formed directly from biopsies extracted from the primary tu-

mor of the patients and TDDS is used to monitor the impedance magnitude or other vari-

able, for instance, the capacitance of the cell culture for a long period of time in a single

frequency. By comparison the trend whether cells are dying or not can be found, as when
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cells die their membranes break and the overall capacitive effects decrease. Based on the

percentage of cell death physicians can have a better idea of which type of treatments

are more or less effective to a specific patient. Currently, such screenings are rarelly per-

formed due to their high costs, as a lot of manual work is involved and one laboratory

technician should be dedicated to the this single task during a couple of weeks, not to say

the fact that such screenings are not paid by most healthy insurances.

Limitations of using TDDS to automate cell screening protocol are the need to use fre-

quencies above 10 kHz to avoid double layer effects in low frequency ranges as two

terminal interdigitated electrodes (IDE) are used. Although the development of a four

electrode terminal is theoretically possible, it is certainly not the best setup for such ex-

periments as the larger distance between the current carrying electrodes make the electric

field lines go higher in the medium instead of staying confined close to the cells, in this

case making the results worse.

The system used here from the company Micrux Technologies (Multi8x All-In-One Plat-

form) combined with the multiplexer ECM8 from Gamry Instruments has the advantage

of providing several channels at the same time (up to eight) for comparison, having very

narrow gaps and finger sized electrodes (5 µm) and being made of platinum, but lacks

specificity and accuracy. Often experiments had to be repeated or provided innacurate

results due to innacuracy in the electrodes already from the fabrication process. A second

limitation is that cells had difficulty attaching to the places where the IDE electrodes were

patterned. In microscopic figures taken from the micrux chips, in many of them cells at-

tached better to the places where there was no metal only the glass. Even when the metal

thickness is in the order of 200 nm it seems already enough to disturb good cell attach-

ment. In this case for a long term use inside a hospital another system is recommended

as previously described and envisioned in figure 6.6.
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Chapter 7

Spectral Response of Healthy Tissues
and Solid Tumors

7.1 Theoretical Background

Cells are the building blocks of multicellular organisms; they are all enclosed by a cellular

membrane. They are the basic unit forming the tissues. Animal tissues are organized and

well-coordinated and cooperating collection of cells. In general, four types of tissues are

distinguished in animals: connective, epithelial, nervous and muscular. Nevertheles, the

large structural differentiation is made between connective and non-connective tissues.

Tissues are composed of cells and extracellular matrix (ECM) secreted by the cells around

themselves. Extracellular matrix gives supportive tissues, e.g. bone, its mechanical

strength. The extracellular matrix also allows cells to be connected together. Never-

theless, cells can also be directly connected by cell junctions.

Connective tissues are rich in extracellular matrix which holds the mechanical load.

In other tissues, extracellular matrix is rare and cells hold the load directly. In non-

connective tissues cells are joined directly together through cell junctions. Examples of

connective tissues are tendons, bones, dermis of the skin and cartilage. The extracellular
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matrix constitutes the bulk of the connective tissues and cells responsible for producing

the ECM are scarcely spread on it.

The tensile strength of connective tissues comes mainly from collagen. The different

types of connective tissues will have different types of collagens, different quantities and

different molecules connecting collagen. Collagen constitutes approximately 25% of the

total protein mass of mammalian organisms. There are 20 different types of collagen

proteins found in animal cells [6].

atoms and 
molecules

cells tissues organs organism

 

FIGURE 7.1: Illustration of the hierarchy forming mammalian organisms. In the lowest
level atoms form molecules, molecules form cells, cells form tissues, tissues form organs
and organs will form entire organisms.

Tissues and organs1 are organized collections of many cell types, that live together and

cooperate. Although tissues differ substantially from each other they all carry some com-

mon features. All tissues need a supportive framework that provides them mechanical

strength given by the connective tissue. Also in all tissues nutrients and oxygen are

provided by blood vessels formed of epithelial cells. The blood vessels also collect waste

together with lymphatic vessels which collect excess of liquid. All tissues contain nerve

cells or axons for sensitivity. They are also populated by macrophages that migrate from

one site to the other and do the cleaning of debris. Additionally in all tissues lymphocytes

for defense of the cells against foreign invading microorganisms will be found.

Therefore, all tissues are an organized and complex conjunction of many different cells

types, that must remain different in order to perform their activities and that must coexist

and cooperate harmonically. In all tissues cells are constantly dying and being replaced

by new cells, except in nervous tissues.

1Organs are organized collection of several tissues.
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One question that may appear is how the same organization of the tissue is preserved.

Three factors are important to contribute for tissue organization and stability, namely: cell

to cell communication, selective cell adhesion and cell memory [6]. Cells are constantly

sending signals to other cells in their surroundings and also monitoring the environment

to search for messages from other cells. They also adjust their behavior according to the

messages received. Also cells do not adhere to each other randomly, but have specific

cadherins and other adhesion molecules that attach to the same cell type or very specific

other cells and the ECM. Therefore, the attachment from one cell to each other or to the

ECM is very selective. This prevents the disorganization of the tissue by cell attachment.

By last, cells also carry memory by means of genes since their embrionatic state and pass

it on to their daughter cells to preserve their distinctive characteristics.

Summarizing, tissues and organs are organized collection of different cell types that live

together and cooperate. All tissues contain nerves, blood and lymphatic vessels, macro-

phages and lymphocytes. All tissues except nervous ones are constantly being renewed

at different rates. Figure 7.1 shows in a stepwise manner the organization of mammalian

organisms, starting from the smallest level, that is the atom, up to whole organisms. Fig-

ure 7.2 exemplifies the organization of the small intestine organ showing its composing

tissues and cell types.

7.2 Spectral Response of Healthy Tissues

The main features of the dielectric spectrum of tissues are well known and have been

measured and parameterized for a variety of tissues [18, 114–117]. The dielectric spec-

trum of tissues vary in three main defined steps or dispersion regions, namely, α, β and

γ [14, 115]. Minor effects of δ-dispersion can sometimes also be observed. The α-

dispersion occurs due to accumulation of charge caused by ionic cloud and diffusion

surrounding cellular membranes. It is observed in the lowest frequency range, approxim-

ately from few Hz up to 100 kHz [14] and it reaches high permittivity values depending on

the tissue in the order of 106 − 108 in frequencies below 100 Hz [115]. The β-dispersion

is observed above hundreds of kHz and up to 100 MHz and is due to polarization of cel-

lular membranes impeding the charge flow between the intra- and extra-cellular medium.
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FIGURE 7.2: Simplified view of a part of the intestine of a mammal. The intestine is
formed of epithelial tissue, connective tissue and muscular tissue. Each tissue by itself
is formed of cells connected to each other by cell junctions or connected to the ECM.

Other mechanisms contributing to it may be the polarization of proteins and other organic

molecules. The γ-dispersion is due to polarization of water dipoles inside biological ma-

terial and is observed in the GHz range.

Several expressions are used to model each dispersion region, the simplest and widely

known as Debye formula express the complex permittivity of the tissue as a function of

the angular frequency ω, the relaxation time τ , and the dielectric constants at low (εs) and

high frequencies (ε∞). Mathematically:

ε̂ =
εs − ε∞
1 + jωτ

+ ε∞ (7.1)

To model the complete spectrum of a tissue several authors report that between four to five

dispersion terms are necessary [114]. Another effect commonly observed in biological
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material is the broadening of the dispersions. Therefore, introducing an exponent (αn)

in the equation above to account for the broadening and representing all the dispersion

regions by a sum we have the well-known Cole-Cole equation:

ε̂(ω) =
N∑︂

n=1

∆εn
1 + (jωτn)(1−αn)

+
σi

jωε0
(7.2)

The capital letter N represents the total number of dispersions and small n represents

the parameters for a single dispersion. With the choice of the correct parameters to each

tissue type, Cole-Cole equation can be used to represent accurately the dielectric behavior

for a large number of tissues in a wide frequency range. Observe that ε̂(ω) is complex

valued.

Figures 7.3 and 7.4 show a plot of the dielectric behavior of several tissues based on the

data summarized in Table 1 of reference [114]. This is a compilation of more than fifty

years of study, with data measured from animal and human tissues. For some tissues like

skin and fat the variation in the dielectric spectrum is large and some authors report a

range instead of average values. Several organs were also measured in transversal and

longitudinal direction and in the plot the average is shown. Gabriel [117] reports values

for the dielectric properties of tissues that go from 10 Hz up to several GHz. In figures

7.3 and 7.4 only the dielectric data that corresponds to the frequency range 1Hz - 1 MHz

is shown.

The figures also show that the permittivity and conductivity vary significantly from tissue

to tissue. That can easily been explained by tissue composition, therefore a behavior

already expected. Each tissue has its characteristic curve, each one very different from

each other. Although the figures show the dielectric behavior of different tissues in a wide

frequency range, they do not explain the molecular and biological mechanisms behind

such behavior.
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FIGURE 7.3: Permittivity (ε) of different animal and human tissues, compiled from
[18, 114–117].

7.3 Tumor Composition and Organization

Organs are composed of cells and stroma. Cells are responsible for performing the main

function of the organ, e.g., produce hormones, produce sweat, secrete some substance

while the stroma supports the organ mechanically and provides a path for nutrients to

the cells of the organ. The stroma is divided in ECM which is rich in fibrous proteins

and stromal cells, like fibroblasts, adipocytes, cells of the vascular and immune system.

In the stroma metabolites will also be present. As the stroma supports the normal organ

functioning also the tumor stroma supports its development. Later stage cancers in gen-

eral have a more supportive tumor environment than restrictive [118–120]. Examples of

stromal components that are commonly associated with tumor promoting functions are

carcinoma associated fibroblasts (CAF), type I collagen and some types of immune cells.
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FIGURE 7.4: Conductivity (σ) of different animal and human tissues, compiled from
[18, 114–117].

Solid tumors resemble and work as organs [121]. Similar to healthy organs, they are

composed of cells and stroma. In the tumor organ or microenvironment several cell types

are found, like tumor cells which compose the massive part of the tumor core, endothelial

cells forming the blood vessels which provide oxygen and nutrients for the tumor, fibro-

blasts which are responsible for producing and remodeling of the tumor ECM, macro-

phages which promote cancer cell migration, neutrophils that can be tumor supporting or

suppressing, dendritic and cytotoxic T cells [122]. Figure 7.5 shows a high level visual-

ization of the tumor microenvironment composition. The stiffness of the tumor is related

to the abundant ECM rich in fibers that surrounds it. As tumors develop they also re-

cruit neighboring cells to grow blood vessels to vascularize them. Some unstructured and

mal-functioning versions of a lymphatic system can also be found.

Tumors also interact with the other organs sending signals and receiving signals from
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FIGURE 7.5: Simplified view of tumor microenvironment. While the core of the tumor
is massively populated by tumor cells, the stroma is filled with several other cell types
like fibroblasts, macrophages, neutrophils, among others. The tumor is surrounded by
ECM fibers. In the drawing, blood and lymphatic vessels are not shown.

them. Nevertheless, in normal organs the interaction and products of the cells promote

the survival of the organism, while in tumors their effects and wastes will at the end cause

the death of the patient.

7.4 Main Structural Differences Between Tumor and Healthy

Tissues

As already mentioned in the previous section, some authors [121] also define tumors as

organs; others prefer to refer to tumors and its surrounding as tumor microenvironment.
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As organs, tumors are also formed of tissues, but differently from normal organs where

cells are orderly organized in layers to form tissues, in tumors the cell arrangement is

disorganized. The organ loses its composing parts and cells proliferate and adhere dis-

orderly. Also, in normal organs cells show uniformity in shape and size. In tumors cells

are deprived of harmony, therefore cells shape and size varies significantly. In adult tis-

sues cells are constantly dividing and forming new cells; nevertheless in tumor the rate

of reproduction is surprisingly higher and increases for more aggressive types of cancer.

The number of dividing cells is also significantly larger in tumors when compared to

healthy tissues.

With respect to circulation, tumors differ mainly in two characteristics when compared to

healthy tissues: blood vessels of tumors are leaky and tumors do not contain a properly

functioning lymphatic system [123, 124]. This implies that solid tumors have a high

intratumoral fluid pressure (IFP) due to the accumulation of blood and fluids inside of

them [125]. The high IFP is also the reason why most cancer patients with solid tumors

do not respond properly to chemotherapy. Due to Fick’s law of diffusion, substances

diffuse from areas of high concentration to low concentration, nevertheless due to high

IFP chemotheraphy agents do not diffuse deep into the tumors, but stay confined in a

small area surrounding blood vessels and at the tumor margins [125–127]. An average

of 75% of patients with solid tumors do not respond to any cancer treatment [128] and

physicians attribute that largely to the high IFP.

Other characteristic commonly mentioned by several authors is that cancer cells have

in general a large and variable nucleus size than normal cells. Cancer cells also lose

their specialized functions and in general are unable to perform the activity done by the

original cell that gave rise to the cancer ones. Another commonly mentioned difference

is that while the boundaries of normal organs are well defined tumors have poorly defined

boundaries.

In normal adult organisms, cells are constantly dying and are replaced by new cells.

Cells divide when they are needed and stop to divide when not. They also must be

able to "kill" themselves when they are defective or not needed, a process called cell

apoptosis. Healthy cells also remain in the places and tissues where they are supposed to

be respecting the surroundings. Those are exactly the two mechanisms which are lacking
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in malignant cells: they divide continuously disrespecting the normal constraints of cell

survival and they invade surrounding tissues. If cells multiply continuously but do not

invade surrounding tissues, they form benign tumors. Otherwise, if they metastasize they

are called malignant tumors. In Europe and North America it is expected in the next

years that 25% of the population will die of cancer [6]. Table 7.1 summarizes the main

differences between healthy and cancer cells and tissues.

TABLE 7.1: Main differences between cancer and healthy cells and tissues.

Characteristic Cancer Normal

Cell’s arrangement disordely orderly

Cell’s shape and size variable uniform

Number of dividing cells large small

Blood vessels leaky and malfunctioning normal

Lymphatic vessels inexistent or damaged well functioning

Interstitial fluid pressure (IFP) high normal

Cell’s nucleus size large and variable normal and uniform

Boundaries poorly defined well defined

Proliferation indefinite (never stops) well defined and controlled

Specialized cell’s functions unable to perform normal

Respect to organ’s location no (metastasize) yes

Ability to populate and

survive abnormal locations
very able

unable; cells die when moved

to abnormal locations
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7.5 Comparison Tumor vs. Healthy Tissues Spectral Re-

sponse

Bioimpedance spectroscopy is a technique that can be used to differentiate healthy from

cancer tissues based on the variation of the electrical properties of the tissues when sub-

mitted to frequency variable electric fields. In a previous publication [1], five differ-

ent tissues of a healthy mice and two cancerous infected with the tumor cell lines UT-

SCC-5 (tongue squamous cell carcinoma) and UM-SCC-10A (laryngeal squamous cell

carcinoma) were measured with a 2T setup and compared. Our results proved that the

different tissue types show a significant variation in their impedance values and that in

frequencies above 1 kHz it was possible to distinguish the healthy tissues from the cancer

ones.

In this section, experiments were performed with healthy tissues of six mice and tumors

using a 4T setup. The same trend as observed in previous works that cancer tissues have

the conductivity values amongst the highest, equivalently the lowest impedance values

[1, 129] was again confirmed. More interesting is that the use of a 4T setup allowed the

observation of tissues response without the interference of electrode polarization up to

very low frequencies (f = 10 Hz).

7.5.1 Experimental Setup

A total of six immunodeficient mice (xenograft model) were provided by the Institute

of Anatomy and Experimental Morphology of the University Medical Center Hamburg-

Eppendorf (UKE) for the experiments. The mice are known as severe combined im-

munodeficient mice (SCID) and they were purchased from Charles River. They possess

a genetic autosomal mutation which combines into a severe immunodeficiency affect-

ing B and T lymphocytes, therefore their immune system is unable to respond to tumor

formation and the implanted tumor can develop without the interference of the mouse

immunosystem. A total of 1 million human cancer cells as described in table 7.2 were

subcutaneously injected in each mouse in the area of the right scapula. All experiments

117



with animals were approved by the local animal experiment approval committee (Behörde

für Gesundheit und Verbraucherschutz, Amt für Verbraucherschutz, Lebensmittelsicher-

heit und Veterinärwesen, assigned project No. N08/2018), supervised by the institutional

animal welfare officer and performed in accordance with relevant guidelines and regula-

tions. Mice were kept in individually ventilated cages under pathogen-free conditions, fed

with sterile standard food and water ad libitum, and were regularly monitored concerning

sub cutaneous tumor growth. As soon as the tumor has grown up to 1 cm3 each animal

was sacrificed and the impedance was measured ex−vivo shortly after animal death. All

experiments were performed with a 4T electrode setup using needle electrodes. For the

experiments of the tumor HT29 stainless steel needles were used and all the others were

performed with platinum-iridium needle electrodes. All implanted cancer cell lines are

human cancer cells.

Organs and primary tumor were placed in phosphate buffered saline (PBS) from Dul-

becco’s to keep them longer alive and for nutrition. For the measurements, the organs one

by one were removed from PBS and fixed in a petri dish. An array with four needle elec-

trodes was used to perform the experiments in order to provide a four-electrode-terminal

stimulation and avoid double layer (DL) effects at electrodes surfaces in low frequencies.

Figure 7.6 illustrates the electrode array used. The needles used were made of platinum-

iridium (M2-M6) or stainless steel (M1) and they are used normally to subdermal EMG

stimulation. They had a total length of 12 mm and a diameter of 0.4 mm. After each

experiment, needles were discarded.

The potentiostat Gamry Interface 1000TM from Gamry Instruments Inc. was used to

perform all experiments. The device measures the tissue current (perturbation) caused by

the applied voltage. A 14 mV amplitude voltage signal was applied and the frequency

was varied from 1 MHz up to 1 Hz in steps of ten points per decade to measure the tissues

response.

7.5.2 Experimental Results

Experimental data was processed in MATLAB® for visualization and analysis. Data was

plotted as permittivity ε and conductivity σ in order to be comparable with literature
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FIGURE 7.6: Illustration of the array of needle electrodes used to perform the measure-
ments. The four needles are fixed through a small support in order that they do not move
and they are also equally spaced by 2 mm distance. The acronyms WE, WS, RE and CE
refer to electrodes terminals, namely, working, working sense, reference and counter.
The WE and CE are the current carrying electrodes, while the WS and RE are used to
sense the voltage in the tissues.

values. The value of ε was calculated as [114, 115]:

ε =
C

Cair

(7.3)

Where C is the experimentally measured capacitance and Cair is the air capacitance of

the array of four needle electrodes. In the present case the Cair experimentally measured

is equal to 41.22 pF. The capacitance C is directly extracted from the experimental data

by means of:

C =

⃓⃓⃓⃓
1

ω ∗ imagZ

⃓⃓⃓⃓
(7.4)

Where imagZ is the imaginary part of the measured impedance. Important to highlight

here is that differently from normal capacitors which have a constant ε, the ε of biological

tissues is frequency dependent. The value of σ can be calculated as follows:

σ = G ∗K (7.5)
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TABLE 7.2: Measured mice with tumor types and organs.

Mouse
Implanted

Cancer Cells
Cancer Type Measured Organs

M1 HT29 Human colon carcinoma
Brain, Heart, Kidneys, Lungs,

Liver, Skeletal Muscle

M2 PC3
Prostate neuroendocrine

cell carcinoma

Brain, Heart, Liver, Lungs,

Skeletal Muscle, Tumor

M3 PC3
Prostate neuroendocrine

cell carcinoma

Brain, Heart, Kidneys, Liver, Lungs,

Skeletal Muscle, Spleen, Tumor

M4 PC3
Prostate neuroendocrine

cell carcinoma

Brain, Heart, Kidneys, Liver, Lungs,

Skeletal Muscle, Spleen, Tumor

M5 PC3
Prostate neuroendocrine

cell carcinoma

Brain, Heart, Kidneys, Liver, Lungs,

Skeletal Muscle, Spleen, Tumor

M6 PC3
Prostate neuroendocrine

cell carcinoma

Brain, Heart, Kidneys, Liver, Lungs,

Skeletal Muscle, Spleen, Tumor

The value of K is known as cell constant and is a parameter of the geometry of the system.

For a parallel plate electrode configuration it is defined as the distance of the electrodes

d, divided by their area A. In the case of other geometries where it is hard to calculate

it analytically, it can be experimentally determined through the measurement of a known

conductivity ionic solution for instance PBS or NaCl. For the present case its value is

equal to 27. The conductance G is also extracted directly from the experimental data as:

G =
1

realZ
(7.6)

Where the value of realZ denotes the real part of the experimentally measured impedance.

Figure 7.7 shows the experimental results for the mice brain (healthy) relative permittiv-

ity ϵr and figure 7.8 the value of the experimentally measured conductivity σ. Brain was

measured in left and right side lobes, both in transversal (tran) and longitudinal (long)

directions. The values of M1 to M6 indicate the number of the mouse which the experi-

mental result refers to. In the case of brain, the average for both right and left side lobes
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in the longitudinal direction is shown as "Mn-long" where n is the mouse number. The

same way for the transversal (Mn-tran). The average value for brain calculated from all

experiments is also plotted (Mean).

Following brain, the impedance of mice kidneys was also measured. Figures 7.9 shows

the εr and figure 7.10 the σ derived from the results. Mice kidneys were also measured

both right and left sides, in longitudinal (long) and transversal (tran) directions. The

plotted values are the average for both kidneys, left and right, in either longitudinal or

transversal direction. The average (mean) of all the experiments is also plotted. The

value of conductivity for M1 was excluded from figure 7.10 as it was unstable and incor-

rect in several frequencies. That is a clear indication of a poor electrode interface with

the measured tissue. This can be caused by old, bad quality, corroded electrodes and also

unstable metals like stainless steel. That is the reason why for the following experiments

(M2-M6) platinum-iridium needle electrodes were used. Interesting to notice is that this

effect is not seen in the permittivity derived from the imaginary part of the experiment-

ally measured impedance, but only in the conductivity derived from the real part of it,

indicating the possible existence of a polarization current.

In a next step mice liver was measured in longitudinal and transversal directions. Figure

7.11 show the permittivity εr and figure 7.12 the conductivity σ derived from the results.

Skeletal muscle from the mice legs was measured afterwards. Figures 7.13 and 7.14 show

the permittivity εr and the conductivity σ respectively. Muscle in general has a lot of salt

content therefore it has higher conductivity when compared to other organs.

Differently from skeletal muscle, lungs showed a very small conductivity. Such result is

expected as a substancial part of the measured organ is formed of tiny membranes and

there is not much path for current flow. Figures 7.15 and 7.16 show the permittivity εr

and the conductivity σ for the lungs.

Spleen followed, measured only in longitudinal direction as it was too narrow in trans-

versal direction to be measured. Figures 7.17 and 7.18 show the results. Spleen had the

smallest conductivity and the smallest permittivity among all compared organs. Mice

heart results are shown in figures 7.19 and 7.20.
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Figures 7.21 and 7.22 show the permittivity εr and conductivity σ of the tumors. For

M1 the spread in impedance values for frequencies below 100 Hz is large, the reason is

the use of stainless steel electrodes which form an unstable interface with the biological

tissue under test. Contrary, for M2-M6 the spread in low frequencies is low and can

be neglected. The reason is that new platinum-iridium electrodes were used to measure

the tissues of those animals, which provide a much more stable interface (stable poten-

tial). For the implant and future measurements it is highly recommended to use platinum

electrodes as platinum is a very stable metal for biological measurements and in general

does not react with biological material. Therefore it can provide very stable reference

electrodes which are essential for four-electrode-terminal impedance measurements. The

disadvantage is that platinum is an expensive metal.

Very interesting is to plot the permittivity and conductivity of all organs together (figures

7.23 and 7.24) and compare them. And also the impedance magnitude and phase (figures

7.25 and 7.26). Not surprisingly, tumor showed the lowest impedance from all measured

organs or equivalently the highest conductivity. The same result we also observed in a 2T

measurement already in high frequencies [1] with other mice tissues and tumor types. As

described in previous sections, tumors have leaky blood and mal-functioning lymphatic

vessels, therefore liquids and salts accumulate inside them. This accumulation of fluids

cause a decrease in tumor impedance values when compared to normal organs.

For the phase, the PC-3 cells tumors have a larger phase as the HT29 tumor, but from

the phase alone it is hard to distinguish each organ. From figure 7.23 it can be seen that

both tumors showed the highest average permittivity, which translates into the highest

capacitance among all measured organs. This is somehow interesting and other authors

found similar results [20, 130]. Observe that the larger average permittivity represents

the permittivity of the complete tumor, namely, tumor cells plus tumor microenvironment.

The tumor cells are surrounded by the tumor microenvironment with extracellular matrix,

lots of fibers, fibroblasts, lymphatic and blood vessels, among others, and the permittivity

of the tumor is a measure of everything.
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7.6 Conclusions

One important contribution of this chapter to Biomedical Science was to extend the ex-

perimental data of εr and σ for seven different normal tissues (brain, spleen, heart, lungs,

kidneys, liver and skeletal muscle) and two tumor types (HT29 human colon carcinoma

and PC3 prostate neuroendocrine cell carcinoma) up to 10 Hz. Literature data for the fre-

quency range below 1 kHz is scarce or inexistent. The curves shown by [114, 115, 117]

which are the most recent compilation from the literature of the measurements performed

during the last fifty years, for most tissue types are based on best fitting for frequencies

below 1 kHz and as the references explain are subject to errors. This work, by using a

four electrode terminal setup allows data extension for εr and σ up to 10 Hz. Important

to highlight is that, here the experimental data is based on mice tissues, while the authors

of references [114, 115, 117] used mostly porcine for their experiments.

 

FIGURE 7.7: Experimentally measured relative permittivity εr of mice brain.
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One interesting observation was that tumors have a tendency to show smaller impedance

magnitudes and higher conductivity values than normal tissues, due to their high water

content. This result was already observed by other authors in different experiments [3,

4, 20]. Nevertheless, for its generalization, a larger clinical study with at least twenty

repetitions of the same experiment for each tumor type is necessary. Such clinical study

is out of scope of this work.

A second important observation was that both tumors showed in average a larger εr,

which translates into a larger capacitance, than all the other normal tissues measured.

O’Rourke [20] and Pethig [130] obtained similar results in their studies; the first with

hepatic tumors and the second with breast tumors. Important to highlight here is that this

result represents the capacitance of the complete set of tumor and its microenvironment

(extracellular matrix, lymphatic and blood vessels, other cells in the microenvironment

and so on). Here again the generalization of such results requires a larger set of experi-

ments in the context of a clinical study.
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FIGURE 7.8: Experimentally measured conductivity σ of mice brain.

 

FIGURE 7.9: Mice kidneys permittivity εr
.
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FIGURE 7.10: Mice kidneys conductivity σ.

 

FIGURE 7.11: Mice liver permittivity εr.
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FIGURE 7.12: Mice liver conductivity σ.

 

FIGURE 7.13: Mice skeletal muscle permittivity εr.
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FIGURE 7.14: Mice skeletal muscle conductivity σ.

 

FIGURE 7.15: Mice lungs permittivity εr.
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FIGURE 7.16: Mice lungs conductivity σ

.

 

FIGURE 7.17: Mice spleen permittivity εr.
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FIGURE 7.18: Mice spleen conductivity σ.

 

FIGURE 7.19: Mice heart permittivity εr.
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FIGURE 7.20: Mice heart conductivity σ.

 

FIGURE 7.21: Permittivity of mice tumors.
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FIGURE 7.22: Conductivity of mice tumors.

 

FIGURE 7.23: Comparisom of tumor and healthy organs permittivity εr.
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FIGURE 7.24: Comparisom of tumor and healthy organs conductivity σ.

 

FIGURE 7.25: Comparisom of tumor and healthy organs impedance magnitude.
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FIGURE 7.26: Comparisom of tumor and healthy organs phase.
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Chapter 8

Conclusions and Future Work

8.1 Summary and Conclusions

The main research question of this Doctoral Thesis was to answer whether different cell

types and tissues could be distinguished by means of BIS. Especially a large focus was

given to distinguish cancer cells and solid tumors from healthy ones by means of BIS.

The results of many chapters in this Doctoral Thesis pointed out in the direction of sev-

eral differences in the dielectric properties of healthy and cancer tumors and cells, that

potentially can be used to distinguish them. In regards to solid tumors it was observed

that they in general have a lower impedance magnitude and higher conductivity than

healthy organs. This characteristic can be used to aid in the development of new drugs

and therapies for patients. In regards to cancer cells, it was observed that the more meta-

static they are, the lower is the external cell surface charge, showing a leakier membrane.

With a leakier membrane, cells have difficulty keeping the correct level of the cell mem-

brane resting potential, shifting it towards more positive values. As the value of the cell

membrane potential functions as signaling for the cells to start their division cycle [7], a

leakier membrane explains at least partially the aggressiveness of the cancer.

Throughout the last year ten years, several authors found similar trends. In [131], the

authors developed a microelectrical impedance spectroscopy device to measure single
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cells. They scanned several frequencies starting at 5 kHz up to 1 MHz, and they found

the optimal frequency of 119 kHz where the impedance difference between the healthy

(SV-HUC-1) and cancer urothelial cells (TCCSUP) is maximized. In a second research

[132], the authors developed an assay-based method that uses electrical impedance spec-

troscopy to measure the impedance of in vitro cells to distinguish between the healthy

and cancer ones. In their protocol, they measured four consecutive phases and extracted

26 relevant characteristics from the cell cultures. They extracted from the set of 26 char-

acteristics the most relevant in terms of their discriminant capacity, and through those

characteristics they were able to distinguish between the healthy and cancer cells with a

rate of 4.5% of false positives and no false negatives. In a third work [133], authors com-

bined a microelectrical impedance spectroscopy device with machine learning techniques

and they were able to distinguish between the normal and cancer cells with an accuracy

of 91.7%. In a fourth research [134], the authors developed a microefluidic microelec-

trical impedance spectroscopy device to measure single prostate normal (RWPE-1) and

cancer (PC-3) cells and they were able to discriminate between the cells by means of the

admittance and susceptance with an average difference of more than 50%.

When this doctoral thesis started as a research there was a vision of an unique signa-

ture of cells and tissues, similar to a fingerprint, that could be used to distinguish them.

Experimental results from the chapter 4 showed that possibly this signature exists for

cancer cells and for one cell type (HT29) such signature was observed. The challenge

here in measuring cells suspensions lies on keeping the experimental conditions in a such

a controlled way, with exactly the same parameters (same temperature, same electrodes

condition, same volume fraction of alive suspended cells, same supernatant conductivity)

that such signature can be measured accurately. That is quite challenging, given the very

dynamic nature of biological media. Nevertheless, much less challenging is to extract

parameters from the spectral response of the cells and use such parameters to analyse

them. Although a spread in the parameters is observed, still they permit interesting in-

sights in the cells characteristics.
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8.2 Recommendations and Guidelines

Four electrode terminal measurements are powerful to characterize biological cells and

tissues, nevertheless they are very sensitive and prone to errors. As discussed through-

out this Doctoral Thesis, experimental artifacts due to reference electrodes distortion of

electric field, external electromagnetic interference for instance from the laptop placed

close to the experiment or a laboratory lamp and a mal-functioning instrument due to

inappropriate calibration can all interfere with the quality of the results.

In order to have good experimental results it is strongly recommended to place the exper-

imental setup inside a Faraday cage which can shield it against electromagnetic interfer-

ence. One Faraday cage was already developed for the purpose of such experiments and

has been extensively used. It is availaible at our institute for use. Additionally, small and

short cables for the potentiostat should be used and the instrument should be calibrated

every six months to disappear with any cable capacitance effects.

Electrodes should also be new, well-polished, free from scratches and clean from biolo-

gical parts, fat or fingerprints. It is recommended to touch the electrodes only by using

disposable gloves and wash them with a special detergent to remove any fat and rest

of cells which can attach to their surface during the experiments. Special care should

be taken with the electrodes as they are very expensive and the quality of the experi-

ments depends strongly on good electrodes. After each set of experiments they should

be washed, cleaned and dried and placed in a special container to prevent scratches in

their surface. It is also essential that they are very regular and have the same size in order

that the half-cell potential developed at each electrode interface cancels as best as pos-

sible with each other. Another recommendation for electrodes is to use metals which are

biocompatible and have a very stable half cell potential. Platinum showed in this sense

excellent properties being the best evaluated, followed by gold.

To improve even further the experimental results and their repeatability it is recommended

to use a temperature controlled box. As the experiments are very sensitive, even 1◦C or

2◦C can already affect the spectral curve. To decrease the speed of cell death, which

also interferes with the results it is recommended to keep the cells at 37◦C during the

experiments, the same temperature as they are cultivated.
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Another point worth mentioning is to measure the cells shortly after detachment. That is

quite challenging for medical staff at the hospital, as they have to stop several times during

the day to prepare the cells fresh. Nevertheless such practice can reduce the percentage

of cell death, therefore improving the quality of the experiments.

This point was mentioned several times throughout this Doctoral Thesis, but it will be re-

peated here again. Use small voltage AC signals (no DC) to perform 4T setup impedance

experiments. Large AC signals will not improve the quality of the 4T experiments, by

the opposite, will decrease the accuracy of the results by introducing harmonics into the

system, increasing the speed of corrosion from the electrodes and making electrodes less

stable. Large AC voltages are certainly useful for other types of studies, but not for 4T

setup impedance spectroscopy experiments.

8.3 Future Work

The first suggestion for future work is to improve the Micrux electrode system in order

to allow the measurement of the resistance between the cell’s junctions Rjunc. As in

chapter 6 it is already suggested, either by filling the empty spaces between the metal

IDE electrodes or placing a very thin layer of glass on top of the IDE’s. The importance

lies in providing the cells with a flat and regular surface where they can attach and grow to

confluence. After that, measuring the impedance and through signal processing the value

of Rjunc can be extracted. Such experiments can confirm whether physicians expectations

that more metastatic cells have a much smaller Rjunc than non-metastatic ones.

A second recommendation is to switch the material of the 3D printed chamber to glass

instead of using the clear resin V4 FLGPCL04. Due to the porosity of the resin V4

FLGPCL04 the size of the chamber to measure the cells was limited. Several tentatives

were made to decrease the size of the chamber to volumes smaller than 320 µL but all

failed due to the rapid liquid evaporation and diffusion in the walls of the chamber. In this

sense, 3D printed glass is more suitable to miniaturize such a device and recommended

to be used for future versions of the chamber. The use of glass will allow the further

miniaturization of the chamber, even to the level of the size of a microfluid channel to
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measure single cells. The trade-off here lies in evaluating what is cheaper: to buy a 3D

printer able to print glass or to pay an external company to fabricate such microfluid

channels. If decision is made in the direction of buying a glass 3D printer certainly it will

have lots of uses at the institute and the university.
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Appendix A

Architecture proposal of a 4T
impedance measurement system

This appendix describes the development of the architecture of a small portable 4T-

potentiostat to measure the impedance of biological cells and tissues. The architecture

here described can serve as the basis to be miniaturized for the implant. The specifications

of such device are as follows:

• Flat gain: up to 1 MHz

• Zero phase: up to 1 MHz (desirable)

• Phase margin: minimum of 100◦

• Power consumption: smallest as possible

• Temperature of operation: 25◦C - 40◦C

• Applied voltage: 14 mV Vpp

• Frequency range: 10 Hz - 1 MHz

The motivation of developing such a device architecture is to serve as a concept of a

hardware that can be miniaturized as an implant.
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A.1 Macro view of the impedance measurement system

Figure A.1 shows a macro view of the complete impedance measurement system. It

is composed of an oscillator for the waveform generation, a 4T-potentiostat to measure

the impedance of the biological system, a frequency mixing block to separate real and

imaginary parts of impedance, filtering to remove the harmonics and front end to generate

the .txt files with the results of the measurements.

FIGURE A.1: Macro view of the portable impedance measurement system.

A.1.1 Oscillator

For the macro version of the device a PCB board with an ASIC for waveform generator

from Analog Devices was used. In the implant an oscillator should be implemented

which supports up to very low frequencies (≈ 10 Hz). Developing such oscillator can
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be quite challenging in CMOS technology. Examples of architectures of small frequency

oscillators in MOS technology are described in references [135–137].

A.1.2 Potentiostat

Potentiostat is an instrument that measures the current flowing in an electrochemical cell

while keeping the voltage drop along the cell constant. It can have two-, three- or four-

electrodes in order to measure the cell in a two-terminal, three-terminal or four-electrode-

terminal setup. Depending of what is to be observed one configuration is desired in

regards to the others. For the observation of the spectral response of cells suspensions

and solid tumors without the interference of the electrode polarization in frequencies

below 1 kHz a four-electrode-terminal is used. The schematic of a such device developed

in LTSpice is shown in figure A.2.

 

FIGURE A.2: Schematic of a four-electrode-terminal potentiostat circuit.
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The circuit is composed of three differential amplifiers formed by U1, U5 and U8 and five

buffers or voltage followers formed U2, U3, U4, U6 and U7. The buffers are essential

to keep the voltage constant in the points of contact with the electrochemical cell. The

selected amplifier must have a very high input resistance and an extremelly low output

impedance, therefore the opamp OPA354 from Texas Instruments was chosen.

The potential drop in the electrochemical cell (4T cell) is measured at the points WS

and RE which stand for working sense and reference electrodes. The output voltage Vout

or VWS − VRS is measured at the output of U5. The current which is flowing into the

electrochemical cell is measured at the output of U8. The voltage feedback from the

output of U4 towards R1 is essential to keep the potential drop in the electrochemical cell

constant. The unknown impedance of the electrochemical cell will be given by:

Z4Tcell =
0.1Vout

Viout

(A.1)

As the amplifiers are connected in a closed loop in the feeback configuration it is neces-

sary that the loop gain of the circuit is larger than 1 to avoid oscillations; therefore R2

was chosen as 1.5 kΩ. Figure A.3 shows the simulation results for the experimentally

measured impedance of HaCaT cells. The top figure shows the magnitude and phase of

impedance in decibels in order to facilitate the visualization of the amplifiers frequency

effects. The middle figure shows the real part of impedance and the bottom one the ima-

ginary part. The red curve shows the results as will be measured by the potentiostat with

real (commercial) operation amplifiers, and the blue as they should be if the operational

amplifiers composing the circuit where perfect.

The circuit works pretty well up to 1 MHz, but due to the very large load capacitances

the error increases at higher frequencies.
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A.1.3 Principles of lock-in detection

Lock in detectors or lock in amplifiers are instruments able to extract the amplitude and

phase of signals in very noisy environments [138]. They normally use the principle of

frequency mixing where a reference signal is mixed or multiplied by the noisy signal to

be identified. In the multiplication a higher amplitude reference signal can be used to

amplify the small amplitude noisy signal. Also, the reference signal has a pre-determined

frequency to move the noisy signal to the desired bandwidth. After the multiplication or

frequency mixing, there will be two copies of the signal one at fref + fnoisy and a second

at fref − fnoisy. With properly filtering the desired copy of the signal can be filtered and

further analyzed. If the noisy and reference signals are in phase during the multiplication,

the in phase or the real part of the signal to be measured will be extracted. If the reference

signal is 90◦ phase shifted from the noisy signal the quadrature or imaginary part of the

signal is extracted.

In the architecture suggested for the implant the lock in detection is used to extract the

real and imaginary parts of the signal. With proper signal processing afterwards, the

real and imaginary parts can be transformed in any of the other representations (polar,

cartesian, etc).

A.1.3.1 Frequency mixer

Frequency mixers are non-linear circuits used to create new frequencies from two signals

applied to its inputs. The signals are normally created at the sum and at the difference

of the frequencies of the two applied signals. Depending on the type of mixer other

frequency components may also appear.

In electronic circuits there are several types of mixers: unbalanced, single balanced and

double balanced. The unbalanced mixers produce apart from the two signals at the sum

and at the difference, also allow the input signals to pass to the output. The single bal-

anced mixer will produce the two signals at the sum and at the difference of the frequen-

cies, but also will allow either one of the input’s signal frequency to appear at the output.

The double balanced mixer produces only the signals at the sum and difference of the
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frequencies at the output, and suppress both frequencies of the two input signals. Figure

A.4 illustrates the process.

In order to develop the implant a double balanced mixer is desirable, because it will have

at its output only the frequency components at fLO − fIR and fLO + fIR, therefore facil-

itating the filtering. A commonly used and simple implementation of a double balanced

mixer in CMOS technology is the Gilbert cell [139]. Analog Devices, NXP and other

companies offers several commercially available implementations of Gilbert-cell based

frequency mixers. In the PCB implementation of impedance measurement system the

AD831AP from Analog Devices was used.

A.1.3.2 Filtering

In order to do the filtering of the signal an active, op-amp based filter was chosen. The

main reason for choosing an active instead of a passive filter was the gain. While passive

filters normally attenuate the signals at higher frequencies, the gain of active filters can

be set to any value and be kept constant. The possibility of using a digital filter was also

evaluated, nevertheless given its high costs as digital filters normally are implemented

with the help of an FPGA, this possibility was discarded. The option of an active op-amp

based filter offers already a quite good solution for a good price.

The filtering part of the impedance measurement system was developed with the help

of the tool Analog Filter Wizard from Analog devices. A 10th order Butterworth filter,

with 0 dB gain, -3 dB passband at 1 Hz, -60 dB stopband at 2 Hz was designed with

the help of the tool. The filter was designed to measure the DC component of the signal

and eliminate all components above. The filter response is shown in figures A.5 and A.6.

The light blue highlighted area shows what would be the filter response when the passive

components, namely resistors and capacitors, which are used in the filter were not perfect

and varied theirs value within commercially ranges (resistors ± 1% and capacitors ±
5%).

In reality given its very narrow pass- and stopbands such a filter showed to be very slow to

do a frequency sweep starting from 1 MHz and decreasing up to 10 Hz, in frequency steps

146



of 10 points per decade. A better solution is to use several filter banks with wider pass-

and stopbands for higher frequencies, and changing the filter bank used as the frequency

sweep progress towards lower frequencies. That is the technique used in commercially

available devices, such the potentiostat from Gamry Instruments used to perform all ex-

periments.

A.1.4 Front-end and complete system

The front-end of the implant still needs to be developed. It should contain an ADC to

convert the analog signals to digital ones, a wireless transmitter to transmit the signal

from the inside of the patient’s body towards a receiver placed outside of it. The rest of

the signal processing should be done outside of the patient’s body as it is more power

efficient to do it outside than inside. A SW tool, for instance Matlab, must be used for the

visualization and analysis of the Magnitude and Phase response of the patient’s tumor.

A.2 Conclusions

In this appendix the architecture of a prototype for the implant to be placed inside the

tumor of cancer patients was proposed. The architecture comprises an impedance meas-

urement system with five blocks, namely: oscillator, potentiostat, frequency mixing, fil-

tering and front end. The system should be able to measure the impedance (magnitude

and phase) of the tumor in the frequency range from 1 MHz up 10 Hz in steps of 10

points per decade. The front-end should comprise apart from the analog-to-digital con-

version part also the wireless transmission system to transmit the signal to a receiver

outside the patient’s body. All signal processing afterwards should be performed by the

receiver. The requirements on the potentiostat is that it has an architecture which allows

for a four-terminal-setup measurement (four electrodes), uses a very small amplitude sig-

nal to avoid harmonics and heating of the tumor tissue, and keeps a constant potential.

Electrodes should be made or coated with noble metals like Pt or Au, but preferably Pt.
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Depending on the characteristic that wants to be observed the interval between measure-

ments may be varied. The only recommendation is that the interval has a minimum of 10

min between consecutive measurements, as a complete frequency sweep takes between

2-7 min. In reality, as biological systems vary very slowly, a good compromise between

measurements and power saving would be one measurement in intervals between 30min

up to 1 hour.
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FIGURE A.3: Simulation of result of developed potentiostat for the experimentally
measured impedance of HaCaT cells. Red curves represent the response of the potentio-
stat with commercially available operational amplifiers, while the blue curve represents
the same response if the amplifiers were perfect with no parasitics.
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FIGURE A.4: Unbalanced, single balanced and double balanced mixer. An unbalanced
mixer will have at its output all the four frequency components, namely the frequencies
at fLO − fIR, fIR, fLO and fLO − fIR . A single balanced mixer will have the output
signal with frequency components at fLO − fIR and fLO − fIR, plus either fLO or
fIR, but not both at the same time. A double balanced mixer will have only the two
components at the sum and difference of the input frequencies, namely, fLO − fIR and
fLO + fIR.
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Appendix B

Cancer metabolites identification

Cancer metabolites or tumor metabolites are substances which are commonly encountered

in tumors and serve as tumor biomarkers. Different types of tumors will express at least

one, often several different types of biomarkers. As diverse as they are, they serve the

purpose to understand cancer mechanisms better and also provide useful hints for phys-

icians to possible therapies. Examples of cancer metabolites or biomarkers are citrate,

lactate, uric acid, glucose, glutamin, ATP, among others. During the next sections two

methods are proposed to develop a sensor to be placed inside solid tumors or cancer cells

suspensions and monitor the presence and concentration of such cancer metabolites.

B.1 First method: membrane system to separate differ-

ent types of ions

The procedure starts by defining the cancer metabolite that wants to be identified, e.g.,

citrate, lactate, uric acid and so on. The next step is to identify which body fluids and

microenvironments the substance will be encountered, for instance, urine, blood, serum,

sweat, inside tumors, and so on. Once identified, the membrane system should be de-

veloped for an specific body fluid, therefore it is essential to choose the body fluid which

will be used to separate the desired metabolite. An example is the citrate concentration
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which can be measured in the urine of prostate cancer patients. The steps which fol-

low are mainly to identify the chemical formula of the metabolite to be measured and

also other substances present in the body fluid. The idea is basically to use a nano-

membrane/nano-pore system to separate substances in different compartments and by

using Electrical Impedance spectroscopy measure the conductivity of the liquids separ-

ated in the different compartments one can obtain the desired concentration of the cancer

metabolite.

Figure B.1 below summarizes the description in steps.

B.1.1 Step A: identify body fluids

It is common that one specific metabolite is present in more than one body fluid, for in-

stance citrate can be found in urine and blood serum. And this happens for the majority

of metabolites which can be present in several parts and fluids of the human body. There-

fore some time should be spent to identify the body fluids where the specifc metabolite

is encountered and the best body fluid to be used for the measurement.

B.1.2 Step B: choose one body fluid

From all the body fluids identified previously, one should be chosen to develop the mem-

brane system. The membrane system is specific for each body fluid as the composition

of body fluids vary a lot.

B.1.3 Step C: identify metabolite chemical formula

It is basically necessary to identify the exact chemical formula of the metabolite in the

chosen body fluid. As the metabolites pass through a set of transformations during cell

metabolism, they can vary in chemical formula throughout the process.
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Identify body fluids 
where it will be present. 

Ex: urine, blood, serum etc.

For each metabolite to be identified

Choose one body fluid from 
where it will be measured

Identify its chemical formula 
and charge in the chosen body 
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Identify other substances
present in the same body fluid

Calculate size of metabolite

Design membrane system
where metabolite will be 

separated by micro/nano-pore 
size membranes in one 

compartment

Using EIS measure the 
conductivity of different 

compartments of membrane 
system

Calculate concentration of 
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F

G

D

H
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FIGURE B.1: Step by step suggestion of a procedure to identify cancer metabolites in
body fluids by means of Electrical Impedance Spectroscopy and nano/micro-pore mem-
brane system.

B.1.4 Step E: calculate the molecular size of the metabolite

In order to calculate the complete molecular size of the cancer metabolite, the molecular

size of each one of the composing atoms should be estimated and added to the solvent

accessible size, in this case water. The molecular size is calculated by assuming all atoms
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as spheres defined by their Van der Waals radii. The solvent accessible size is estimated

with the help of a spherical probe with a radius of 1.5 rolled over the Van der Walls

surface. The probe has the size of one water molecule. Figure B.2 illustrates the process.

cv 

FIGURE B.2: Illustration of the Van der Walls surface of a generic molecule and its
solvent accessible area. The Van der Walls surface is represented by a continuous line
and the solvent accessible area by a dashed line. The water molecule which should be
"rotated" around the Van der Walls surface is highlighted in blue with arrows surrounding
it. Adapted from [140].

B.1.4.1 Example: estimation of molecular size of citrate

In this section an example on how to calculate the molecular surface of citrate is given.

The metabolite citrate is defined as follows:

• Chemical formula: C6H7O
−3
7

• Van der Walls Radii

– C (carbon): 1.77 Å

– H (hydrogen): 1.10 Å

– O (oxygen): 1.58 Å

• Covalent radii
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– C (carbon): 76 pm

– H (hydrogen): 31 pm

– O (oxygen): 66 pm

Figure B.3 shows a 3D view of citrate molecule where each type of atom composing the

molecule is highlighted in different colors: oxygen in red, carbon in gray and hydrogen

in white.

FIGURE B.3: Three dimensional visualization of citrate molecule. Extracted from [141].

Figure B.4 shows a 2D view of the same citrate molecule, but now with the values of

Van der Walls radii highlighted. Observe that the approximate molecule size without

hydration sheet is 1024 pm per 720 pm.

Figure B.5 shows the last step in estimating the citrate surface molecule. The molecule

is approximated by an sphere of 1024 pm of diameter and the hydration sheet is added

to that. At the end, it results in a molecular size of 1624 pm or 1.624 nm with hydration

sheet added. Such result implicate that when developing a membrane system to separate

citrate in urine or other body fluid one of the pore diameter to filter citrate will have to be

approximately 1.624 nm. It should not be smaller, so citrate molecules can still diffuse

through the pores, nevertheless it should not be significantly larger, so a lot of undesired

molecules also flow inside the compartment.
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• pm = pico meter = 10-12 m
• Gray = carbon

• Red = Oxygen
• Light white = hydrogen
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142 pm

142 pm
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31 pm
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142 pm 142 pm
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142 pm

142 pm
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66 pm

76 pm

152 pm

107 pm 

31 pm
107 pm

31 pm

142 pm

97 pm

66 pm

  1024 pm

720 pm

FIGURE B.4: Two dimensional visualization of citrate molecules size by using Van der
Walls radii. Summing up all the diameter of the molecules in citrate a total size of 1024
pm per 720 pm can be calculated.

B.1.5 Design membrane system to separate metabolite

An example of a possible membrane system to separate lactate in body fluids is shown

in figure B.6. In the first compartment highlighted by σ1 a large pore size membrane

indicated by the letter A is used, so the body fluid will be filtered from cells and other

large molecules (< 50 nm). On the next compartment (σ2) the membrane pore size at B

should have approximately a diameter of 1.624 nm to allow citrate to diffuse, but to block

other large molecules. The membranes at C and D should have all the same pore size,

which should be smaller than 1.64 nm in order to allow for molecules smaller than citrate

to diffuse to the third compartment. By diffusion law the following will occur:

• The concentration of small molecules will be the same in the three compartments.
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In liquids: hydration sheet surrounding citrate molecule

Citrate molecule approximated as a sphere

1024 pm 300 pm300 pm

FIGURE B.5: Last step in citrate molecular size estimation: adding hydration sheet. The
hydration sheet is highlighted in light rose color and the citrate molecule approximated
by a sphere by dark blue (not in scale).

• The concentration of citrate will be the same in both compartments indicated by σ1

and σ2.

Therefore the lactate concentration will be:

σlactate = σ2 − σ3 (B.1)

Observe that the membrane pore system should be covered by a metal layer, Pt or Au,

for instance, in order that the conductivity of each compartment (σ1, σ2 and σ3) can be

measured through EIS. Recommended is to use Pt when available, as it resists better

the reaction with chloride always present in biological media. Notice that this is only

one suggestion of a possible membrane separation system. Other systems with a larger

number of compartments can also be designed if that facilitates the filtering process.
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B.1.6 Conductivity measurement of different compartments

The conductivity measurement is simply an impedance spectrocopy experiment in a

single frequency larger than 1 kHz. In general conductivity meters adjust the meas-

urement frequency according to liquid concentration, i.e., for larger concentrations it

increases the measurement frequency and for smaller concentrations it decreases it. A

good suggestion is to use something between 10 kHz and 100 kHz. If the potentiostat

used goes up to 1 MHz, using frequencies very close to 1 MHz can affect the accuracy

by the insertion of non-idealities from cables and amplifiers from the instrument. Below

10 kHz double layer effects may still be present as the chamber setup is a two-electrode-

terminal setup.

Compartment 1
Pore size   50 nm

Compartment 2: 
 Pore size   1.624 nm

Compartment 3 
Pore size <= 1 nm

Everything liquid
σ1

Citrate + small 
molecules

σ2

Only small 
molecules

σ3

Gold or platinum

ABCD

FIGURE B.6: Suggestion of possible membrane system to separate lactate in body fluids
(liquid biopsy).
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Notice that at least three different experiments should be performed: one to measure σ1,

one to measure σ2 and the last to measure σ3. The result will be then:

Z1 = R1 + jX1 (B.2)

Z2 = R2 + jX2 (B.3)

Z3 = R3 + jX3 (B.4)

(B.5)

And remembering that:

R =
K

σ
(B.6)

One can also write:

σ1 =
K

R1

(B.7)

σ2 =
K

R2

(B.8)

σ3 =
K

R3

(B.9)

(B.10)

And remembering that σlactate = σ2 − σ3, the desired lactate conductivity can be cal-

culated directly from the experimental results and the cell constant K. The value of K

comes directly from the geometry of the experiment as defined in equation 2.7. When K

can not be analytically calculated, it can also be experimentally measured by means of a

known conductivity ionic solution, for instance KCl or PBS. Notice that such experiments

are very sensitive to temperature.
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B.1.7 Calculate metabolite concentration

To finalize the processing, the metabolite conductivity calculated in the previous step

should be converted to concentration. The following steps are necessary:

• Divide the conductivity by one million to get the value in microsiemens.

• Calculate the concentration in ppm by multiplying conductivity in microsiemens

per 0.64.

• Change ppm to molarity.

In the next section one example is given on how to convert lactate conductivity in con-

centration.

B.1.7.1 Converting conductivity to concentration

Suppose the following citrate conductivity is measured with the proposed electrode sys-

tem:

σcitrate = 1S/m (B.11)

The first step consists on dividing σcitrate to one million. Therefore:

σcitrate[µS/m] = 1/1000000 = 1µS/m (B.12)

The next step consists on multiplying the previous value by 0.64, therefore:

σcitrate = 1 ∗ 0.64 = 0.64ppm (B.13)
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Remembering that 1 ppm is equal to 0.001 g of solute in one liter of solution, that molarity

is equal to moles/liter and that the atomic weight is given in grams/moles, the concentra-

tion of the solute in molarity will be:

σcitrate[moles/liter] =
σcitrate[grams/liter]

AWcitrate[grams/mole]
(B.14)

Where AW is the citrate atomic weight and is equal to 189.10 grams/mole. Therefore:

σcitrate[moles/liter] =
0.001 ∗ 0.64

189.10
≈ 3.38µM (B.15)

B.1.8 Comments about the method

This method certainly can be used to identify a large number of cancer metabolites in

body fluids. If the sensor is miniaturized, it can also be placed inside the tumors of

patients to monitor the metabolites concentration in vivo. The difficulties of the method

is to obtain the proper membrane pore sizes. Currently there is only one company which

dominates the technology, namely Oxford Nanopore, and this company does not sell the

membranes alone, but just the whole equipment. Nevertheless, by the status of 2019 there

were three more companies developing and improving the same technology of nanopore

sized membranes. Once such technology is developed and mature, the nanopore sized

membranes can be used to develop the sensor here described and identify the desired

metabolites concentration.

B.2 Second method: surface modified interdigitated elec-

trodes

This method consists in modifiyng IDE electrodes as desbribed in chapter 6 with a trap-

ping substance, namely, a chemical substance which is able to bind to the desired can-

cer metabolite dissolved in solution. Once the metabolite "gets trapped" it modifies the
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electrode-electrolyte interface, therefore causing a significant change in the double layer

capacitance. By means of calibration with standard solutions and calculations the cor-

rect metabolite concentration can be determined. Figure B.7 illustrates an example of a

proposed system.

Several layers (from bottom up):

− Metal layer (Au, Pt, etc)
− Last layer (orange)-> chemically 

modified layer with bioreceptor

Example IDE  electrodes

FIGURE B.7: Propose IDE system to identify cancer metabolites.

The difficulty on this method lies exactly in developing the chemical substance or the

bioreceptor which is able to trap the desired metabolite. Currently in the market there

are available bioreceptors for glucose1 and lactate2. For more details on the topic please

check references [142, 143]. Therefore for those two metabolites, glucose and lactate, it

is quite straightforward to develop the sensor and by using EIS identify the desired cancer

metabolite concentration. For the other metabolites the bioreceptor has to be researched

and developed. Given the complexity and difficulty of developing such biosensors, that

is enough work for one PhD in Chemistry or Electrochemistry.

1Glucose oxidase (GOx), Glucose dehydrogenase nicotinamide adenine dinucleotide (GDHNAD) and
Glucose dehydrogenase flavin adenine dinucleotide (GDH-FAD).

2Lactate oxidase (LOD) and Lactate dehydrogenase (LDH or LD).
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Appendix C

Extracting ∆εα from impedance
measurements

In Chapter 5 the parameter ∆εα was used to calculate the value of the cell surface charge.

Here the steps for extracting ∆εα from the experimental results are detailed.

While 4T measurements significantly decrease the effects of electrode polarization in low

frequencies, it does not disappear completely with all effects occurring at those frequen-

cies. In some cases, the results obtained are already satisfactory, in others corrections

have to be applied. Additional methods explored by other authors to decrease electrode

polarization effects are described in reference [99]. It depends on the quality of electrode-

electrolyte interface, basically it is desirable that the potential developed at the electrode-

electrolyte interface from both electrodes cancel completely each other. In reality this

rarely occurs; a small value of open circuit potential (OCP) is obtained. The larger the

OCP experimentally observed, the worse is the impedance measurement, in the sense that

it has more effects of electrode’s polarization.
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C.1 Equivalent circuit model

In order to extract the ∆εα from the experimental results a variation of the Ladder equi-

valent circuit model (ECM) [10] was used as shown in figure C.1. This ECM models

a frequency dependent distributed diffusion process, which showed to be the more ad-

equate to model such experimental results as suspended biological cancer cells. Other

models are suggested into the literature [10, 23, 27]. Looking at the model proposed in

chapter 3 (figure 3.9), the impedance of the biological system under test ZBSUT can be

replaced by the circuit in figure C.1.

The model in figure C.1 is a good representation in terms of discrete electrical com-

ponents, although in reality the elements which compose the experimetal setup, namely

electrodes, electrolyte (PBS), biological cancer cells and the electrical and electrochem-

ical effects cannot be discretely separated in the system, forming a whole new system.

That means, cells attach to electrodes and affect their electrode-electrolyte interface beha-

vior. Cells accumulate close to electrodes affecting the double layer. Cells and electrolyte

interact; cells remove ions from the electrolyte to feed themselves and also release their

wastes in the electrolyte. Cells also die. All of this affects electrolyte composition and

therefore the experimentally measured impedance results.

 

FIGURE C.1: ECM used to model the impedance of the biological system under test
ZBSUT as shown in figure 3.9 from Chapter 3.
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The circuit elements of the figure C.1 are the low frequency resistance and capacitance

(Rlf and Clf ), the intermediate frequencies resistance and capacitance (Rif and Cif ), the

solution resistance (Rs) and the geometric capacitance (CG). The WS and RE stand for

Working Sense and Reference electrodes. In electrochemical systems all the effects of

the interacting electrical, biological and chemical systems are summed up and seen in

the impedance curves; nevertheless in different frequency ranges some effects are more

apparent than others. In low frequency ranges the diffusion of reactants due to the elec-

trochemical potential created by the uneven ionic distribution is the dominant effect. Re-

member that this uneven ionic distribution is caused by the disturbance of the external

electric field, in equilibrium, this will not be observed. In intermediate frequencies double

layer effects close to cell membranes of biological cells and the distortion of ionic clouds

surrounding cell membranes externally is the dominant effect. Namely, electric fields in-

teract in this range with biological cells normally outside their cell membranes. In higher

frequencies (a couple of MHz, not represented in the circuit of figure C.1) the electric

fields enter the cell membranes and allow a better observation of the interior of the cells.

The solution resistance represents the ability of the electrolyte to conduct electric current

and is inversely proportional to the electrolyte concentration, namely, the higher the ionic

concentration the lower the Rs. The geometric capacitance CG represents the imperfec-

tion of the cables and measurement equipment. In all experiments performed CG was

always in the range 2 pF up to 100 pF (experimentally measured).

C.2 Fitting the experimental data

The fitting of the experimental data is hard and important for the accuracy of the derived

data. It was performed in several steps according to the recommendations of references

[114, 115, 117] for fitting impedance data in large frequency ranges.

The problem of fitting such data is that the impedance values in low frequencies are large

when compared to the high frequencies ones and tend to affect the accuracy of the fitting

of the elements at high frequencies. As most fitting algorithms use the LMSE (Least

Mean Squared Error) method to reduce the error between fitted and experimental curves,
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the accuracy of high frequency elements suffers. Gabriel [114, 115, 117] suggests to

fit by parts the impedance curves, fitting first the high frequency elements, fixing their

values or limiting then into a small range, and then fitting the low frequency elements by

last. This method was extensively used here.

The first element fitted was CG for being the smallest capacitance of the system. Then the

CG value was constrained, and the value of Cif which stays in the intermediate frequen-

cies, was fitted afterwards. Following that the value of Cif was constrained and the value

of Clf was fitted by last, for being the largest capacitance of the system. The solution

resistance fitting is easy and the original guess can be directly extracted from the visual

analysis of the curves. The Rif and Rlf were both calculated by the fitting algorithm. As

the fitting algorithms use different convergence formulas, a good initial guess is important

for an accurate fitting.

In order to do the fitting, each single experimental curve was plotted and fitted indi-

vidually in the tool Echem Analysist from Gamry instruments. The fitting was done as

described above (first CG, then Cif and by last Clf ) and at the end the average of all

curves and the standard deviation was calculated. Good guesses for CG and Rs were

given and the value of Cif was constrained based on a range of values in the literature

given for a large number of biological cells. Once a good value for Cif was obtained, i.e,

a value that minimizes the error between the fitted curve and experimental data, followed

the extraction of ∆εα detailed in the next section.

C.3 Extracting ∆εα

Extracting ∆εα from Cif is straightforward. Remembering that for a parallel plate geo-

metry as desbribed in chapter 3:

C = ε0εr
A

d
(C.1)

Or written in another way:
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εlow =
Cif ∗ d
A ∗ ε0

(C.2)

Where εlow is the low frequency relative permittivity caused by the suspended cells, A

is the area of the electrodes, d is the distance between them, ε0 is the vacuum permittiv-

ity and Cif is the capacitance of the cells and ionic cloud extracted as described in the

previous section. The value of ∆εα will be then:

∆εα = εlow − εintcells (C.3)

Where the εintcells is the next decay in the permittivity curve of the spectrum of the cells

(see figure 2.5, or the equivalent to the beginning of the β dispersion). The value of εlow
is directly extracted from Cif by means of C.2, the value of εintcells can only be extracted

from the epsilon curve of the suspension by a second fitting. Nevertheless, checking the

curve from Schwan in figure 2.5 one can see that the value of εintcells is at least 100 times

smaller than εlow, therefore the value of ∆εα was simplied to:

∆εα ≈ εlow (C.4)

C.4 Example of fitting PC-3 cells experiments to extract

∆ε0

Figure C.2 shows an example of extracting Cif from one experimental curve from PC-3

cells. The ECM as shown in figure C.1 was used to fit the data as described in section

C.2. Observe that in the impedance curve all the summed effects of cells (Cif ), geometry

and cables (CG) and electrodes and low frequency diffusion effects of reactances (Clf )

are presented in the curve. To extract the effect of the capacitance caused only by the

cells the Cif must be fitted and extracted from the experimental results.
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The fitting starts always with the smallest capacitance of the system, in this case CG.

A guess of CG equals to 52 pF is the starting point for the algorithm to search for the

correct value. After that Autofit is pressed and the algorithm finds the closest value

which minizes the Root-Mean-Squared-Error (RMSE) between experimental and fitted

curve. Visually the curve is inspected to see whether the fitting is good enough. After

that, CG is fixed (Locked) so its value does not change anymore. Now a good guess of

Rs (the solution resistance) is given and again Autofit is pressed. The algorithm searches

for the optimal point and again it is visually inspected if the fitting is satisfactory. Then

the value of Rs is fixed (Locked) and Cif is fitted. A good guess of Cif is given, its value

is constrained between 0 and 20 µF (which is the maximum value biologically relevant

according to Schwan paper [14], a Cif of 20 µF is equivalent to εlow of a maximum

of 108) and the Autofit is pressed. The curve is visually inspected and when the fitting

is satisfactory the value of Cif is Locked. Now the fitting of the other circuit elements

followed through the same process. A figure of the original experimental curve for PC-3

cells and the fitting is shown below. Observe that the fitting is excellent above 10 Hz, and

below 10 Hz the error increases. The main issue is that the dynamics of the biological

system liquid plus cells, is faster than the measurement at those frequencies. Therefore it

is very hard to get accurate measurements for the impedance values of biological systems

at frequencies below 10 Hz. That is why the majority of authors restrict their curves up

to 10 Hz and extrapolate the 10 Hz value to DC to get the DC values of the curves.

FIGURE C.2: Example of experimental data fitting of PC-3 cells to extract Cif .
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FIGURE C.3: Fitted parameters for the experimental data from figure C.2.

The open question now is: "How from Cif the value of ∆εalpha is extracted?" The answer

is: ∆εalpha cannot be extracted from Cif , but only the value of εlow or in the limit when

the curve is extrapolated from 10 Hz to 0 Hz or DC, the value of εDC is extracted by

using equations C.1 through C.4.

The next question that can arise is: "How to be sure that Cif corresponds to the εlow used

to calculate ∆εalpha?" Basically cells are charged entities and as charged entities they

show a polarization when submitted to a frequency variable electric field, therefore they

manifest in the system a capacitance caused by the polarization of their charge. In the

system there are three clearly identifiable capacitances:1 CG, Cif and Clf . The CG is

called geometric capacitance and depends on the geometry of the chamber system and

not from the cells on suspension. It was observed experimentally several times that CG

is completely independent on the cell type which is being measured, but it varies with the

geometry of the chamber system used. From the other two capacitances left, namely Cif

and Clf , now the question is which one corresponds to the εlow? By fitting the curves the

values of Cif varied between hundreds of nF up to some tenths of µF while the value

of Clf varied between several hundreds of µF up to several mF. That means, Clf is in

average 100 to 1000 times larger than Cif . If one assumes Clf as the capacitance of the

1The name given to the capacitances is irrelevant for the discussion. The important is that they are three.
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α-dispersion of the cells, one would get cell membrane resting potentials in the other of

several tenths of volts (30V, 50V or larger), which physically is impossible. Therefore

the capacitance caused by the polarization of the cells with the externally applied electric

field is Cif .

The last question that may arise is: "What is Clf? What is causing this very large low

frequency capacitance?" Several complicated physical phenomena occur in the very low

frequencies (below 10 Hz), and explanation in literature so far is scarce. Certainly there

are still small effects from electrode polarization as complete elimination of double layer

effects is almost impossible. The fact is that in reality one never manages to fabricate two

electrodes entirely equal to each other to eliminate all double layer effects. Therefore in

all experiments a small open circuit potential in the order of some milivolts was observed.

Other authors [10] also cite the effects of diffusion of reactants close to electrode’s sur-

faces and the balance/counterbalance of electrochemical gradients and diffusion effects

against each other to restablish chemical and electrical equilibrium at those low frequen-

cies. The reality is that probably a combination of all those effects summed together

(remnants of double layer effects, electrochemical gradients and diffusion effects) are

causing the large low frequency capacitance Clf observed in the experiments.
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Complete Table Cell Surface Charge

In Chapter 5 the values of Rc, ∆εα, ϕ, N , Nc, Qcc, Vmem and Cmem were shown, but

the standard deviations were omitted for readiability. Here the complete table is presen-

ted with all standard deviations. For an explanation of each parameter and how it was

calculated or measured, please refer to the above mentioned chapter.

Cell Line Rc [µm] ∆εα [106] ϕ N [1011/cm2] Nc [10
6]

PC-3 10.90 ± 2.93 4.67 ± 0.76 0.26 ± 0.08 3.61 ± 0.88 5.39 ± 1.32

DU145 9.10 ±1.88 4.73 ± 0.88 0.26 ± 0.11 4.25 ± 0.86 4.42 ± 0.89

EOL-1 7.07 ±0.75 0.15 ± 0.05 0.09 ± 0.03 0.48 ± 0.10 0.30 ± 0.07

MOLM-13 7.66 ± 0.66 0.16 ± 0.05 0.06 ± 0.08 0.56 ± 0.19 0.42 ± 0.14

MCF7 9.33 ± 1.25 5.33 ± 0.18 0.28 ± 0.08 4.19 ± 1.17 4.58 ± 1.28

T47D 8.99 ±0.90 5.25 ± 0.21 0.22 ± 0.07 5.42 ± 1.36 5.50 ± 1.38

HT29 7.64 ± 0.77 5.30 ± 0.21 0.32 ± 0.13 5.41 ± 1.45 3.97 ± 1.07

SW620 6.98 ±0.98 4.77 ± 0.59 0.20 ± 0.06 7.72 ± 1.32 4.73 ± 0.80
TABLE C.1: Number of charges per cell area N calculated based on equation 5.17. The
values of the cell radius Rc, volume fraction of suspended cells Φ and the permittivity
increments in the cell spectrum due to ∆εα were experimentally measured. The number

of charges of one singe cell Nc is equal to the value of N multiplied by the cell area.
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Cell Line Qcc [10
−13C] Vmem [mV ] Cmem µF/cm2 NIE NE

PC-3 8.63± 2.12 54± 13a 1.07± 0.26b 4 27

DU145 7.08± 1.44 62± 14c 1.10± 0.22 4 33

EOL-1 0.48 ± 0.11 3.87± 0.85d 1.53±0.35 3 21

MOLM-13 0.67 ± 0.22 4.52± 1.53e 1.82±0.60 3 15

MCF7 7.34 ± 2.05 38± 10f 1.77±0.49 3 25

T47D 8.82 ± 2.21 43pm11g 2.07±0.52 3 25

HT29 6.35 ± 1.71 37± 10h 2.32±0.62 1 9

SW620 7.58 ± 1.29 62± 10i 2.48±0.42 1 9

TABLE C.2: .

Single cell charge (Qcc) in Coulombs, cell membrane resting potential (Vmem) in mV
and cell membrane capacitance (Cmem) in µF/cm2. The acronym NIE stands for

number of independent experiments, namely the number of different experimental days
and different cell’s seed. The acronym NE stands for number of experiments, including

also the repitition of the same experiment. aVmem source [7]. bCmem source [101].
cVmem must be larger than 54 mV. dVmem source [102].eVmem source [102].fVmem

source [102].gVmem source [103]. hCmem = 18.5pF/cell; Cmem source [104]. iVmem

estimated; must be largen than 38 mV.
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